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ABSTRACT estimation [6]. The state-of-the-art methods use an attention

This paper presents a novel emotion classification method fgPechanism with BLSTM-RNN to achieve both frame-level
natural speech. One of the problems in the state-of-the-afgature extraction and feature-integration for utterance emo-
method based on Deep Neural Network (DNN) is the paucitfion classification at the same time [7, 8]. These approaches
of the training data compared to model complexity. To solvéF@n classify emotions by utilizing the specific parts of an
this problem, this paper utilizes thenbiguousmotional ut- utterance that strongly suggest emotional characteristics.
terances, utterances that have no dominant target emotion la- 1hough DNN-based methods offer great improvement,
bel. While previous work ignoredmbiguousemotional ut- there is a common prgblem: paucity of the training data. The
terances for training, the proposed method leverages all afodel of the conventional methods has so many parameters
notated labels via soft-target training. In addition, this papefhat large training data sets are required, but the training data
modifies the soft-target training in order to effectively handlefor Speech emotion classification is usually small. This data
bothclear andambiguousmotional utterances. Experiments limitation decreases the generalization performance, which
show that the proposed method yields performance improvélegrades estimation performance.

ments in terms of both weighted and unweighted accuracies. One reason for the data limitation is that conventional
methods use onlglear emotional utterances, those that have

a dominant target emotion label, for training. However, nat-
ural human conversations contain a considerable amount of
ambiguousemotional utterances in which none of the target
1. INTRODUCTION emotion labels are dominant. In this paper, we utilize these
ambiguousemotional utterances to solve the data paucity
Speech emotion recognition is an important technology to Ubroblem. We assume that not ontjear but alsoambigu-
derstand natural human conversations because it helps to cQfizsemotional utterances express some characteristics of the
vey actual messages. It has many applications such as effagrget emotions. This paper is an initial work of employing
tive voice-of-customer analysis in contact center calls [1] angmpiguousmotional utterances for emotion classification.
better understanding of human requests in spoken dialog sys- | order to utilizeambiguousemotional utterances, we
tems [2]. Though there are two types of challenges, classifiycys on soft-target training of DNNs. While the soft-
cation of categorical emotions and regression of dimension%rget training was only applied tolear emotional utter-
emotions [3], the aim of this paper is emotion classification,,ceg [9, 10], this paper applies it #nbiguousones. In
from acoustic information for natural speech. addition, this paper modifies the soft-target training in order
Many studies on speech emotion classification have, pandle bothclear and ambiguousutterances effectively.
been pL_JbI_|shed. The most traditional methods are baseﬁnIe proposed method with onmbiguousmotional utter-
on heuristic features such as utterance mean of fundamegpes yields accuracy approaching that of the conventional
tgl frquency and loudness [Af].. However, it IS.dlffICU|t .tO method withclear emotional utterances. Furthermore, the
find optimal features for classifying target emotions, Wh'Chproposed method with bottiear and ambiguousemotional

restricts the performance of heuristic feature-based methyerances attains greatly improved classification accuracy.
ods. Recently, several researchers have been attempting to

acquire optimal features automatically by Deep Neural Net-

work (DNN) [5-8]. The first approach estimates emotions 2. DNN-BASED EMOTION CLASSIFICATION
frame-by-frame by DNNs, then integrates the frame-level re-

sults to get an utterance-level emotion [5]. Bidirectional Longln this section, we describe the state-of-the-art emotion clas-
Short-Term Recurrent Neural Networks (BLSTM-RNNSs) aresification based on BLSTM-RNNs with attention mecha-
used to utilize much longer contexts for frame-level emotiomism [8]. It estimates the posterior probabilities of emotions

Index Terms— Speech emotion recognition, LSTM with
attention, soft-target, ambiguous emotional utterance
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by utilizing some parts of the characteristics of an utterance

that strongly suggest emotional characteristics.
} Softmax

2.1. Overiview
Attention

:|> BLSTM
} Linear

Fig. 1. An example of the structure of the emotion classifica-
tion model based on BLSTM-RNNs with attention [8].

Let X = {xi,...,xr} be the feature sequence of an utter-
ance and: € {c1,---,ck} is the correct emotion of the ut-
terance;T is the length of the sequence ahdis the total
number of target emotion classes. The estimated ematjon,
is obtained by directly evaluating the posterior probabilities
of the emotions;

¢ = arg maxp(c|X, 0), (1)
Ck

wheref is the set of the parameters in the emotion clas-
sification model. A model structure of the BLSTM-RNNs
with attention is shown in Fig. 1. o; means the atten-
tion value andu is the context vector used to calculate
ay. The output vectoly shows the posterior probabilities
[pler]X.6), ., p(ex] X, 0)]. 3.1. Approach

The model parameters are updated by the loss fundtion g e following explanation, we describe emotional utter-

based on softmax cross entropy, ances as two typeslear or ambiguous clear emotional ut-
terances mean the utterances in which more than 50% of the
annotated emotion labels are sarambiguousemotional ut-
terances are those that have at least one of the target emotion
labels but are natlear.
whereqg(ci) is the reference class distribution. One reason for the paucity of the training data is that con-
ventional methods use ontyear utterances of the target emo-

o tions. Due to that emotion labels given by annotators usually

2.2. Hard-target training vary greatly in natural speech, ground truth emotions of ut-

The conventional method regards the majority of the annoSrances have to be defined for emotion classification. There
re two types of definitions. The first, used in most emotion

tated emotion labels as the ground truth. In this case, the rei_lassification methods, is that individual utterances have onl
erence class distribution is represented as, ’ y

one ground truth emotion. In this casenbiguousemotional
utterances are regarded as no ground truth and excluded from
the training dataset. The second are that utterances contain
one or more of ground truth emotions [9-11]. They regard
the frequencies of emotion labels given by all annotators as
) ; ) ] S indicative of the ground truth, and are implemented as a soft-
whereh, is the binary label-existence which is 1 if the  targets. However, all of the previous works of the soft-targets
th annotator gives class label, otherwise 0. Note that the gj5o eliminatesmbiguoussmotional utterances for training.
utterances that have no majority target emotion are excludege consider that they implicitly regard that there are misla-
from the training data. beled emotions which are not suitable for training. In either
cases, there are the utterances which are annotated but elimi-
nated from training, which decreases the amount of the train-
ing data.

Though the conventional method offers good performance, However, natural speech contains a loaofbiguougmo-

one problem remains; the paucity of the training data relativéional utterances. A small analysis is shown to quantify this
to model complexity. BLSTM-RNN structure uses many pa-understanding; we used the human dialogue dataset named
rameters to describe complex contextual information. Howinteractive Emotional Dyadic Motion Capture (IEMOCAP)
ever, the size of the training data is usually limited in speecldatabase [12]. It holds approximately 12 hours of dyadic in-
emotion classification tasks. This discrepancy decreases clasractions by 10 speakers with emotional expressions. Each
sification performance. utterance was given one or more of 10 emotional labels by

3. SOFT-TARGET TRAINING WITH
AMBIGUOUS EMOTIONAL UTTERANCES

L(6;X,c) = = qlex)logp(exlX,0),  (2)

K
e—1

(n)
1 if k=argmax %

qlcr) = koo Xw Xahyg 3)
0 otherwise

2.3. Problems
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distributions of the target emotionadu, hap, sad, arjg In
the modified soft-targets, the smoothing coefficient 1.
modified
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Fig. 2. Number ofclearandambiguousmotional utterances

in IEMOCAP corpus [12].
It is desirable to distinguislambiguousemotional ut-
terances from those oflear. Hence we propose a new
each of three annotators. Total number of utterances W%%ft-target variant named modified soft-targets to handle both
10039 and we selectettutral, happy, sad, angas the target oo of emotional utterances properly. The modified soft-

emotions. The numbgrs qﬂear and amblguoysemotlonal targets are the additive smoothed form of the conventional
utterances are shown in Fig. 2. The broken line parts, the u%’oft-targets

terances which include at least one specific emotion labels but

eliminated from the training data, is almost the same amount at+S h,g”)

asclear emotional utterances. Therefore there are many ut- q(cr) = % = Aok (5)
terances which are not utilized in the conventional training ok + 3 2 e

dataset. whereq is the smoothing coefficient and the modified soft-

In this paper, we have a new ground truth hypothesigargets equal the conventional ones if= 0. This gives more
which mitigates the data paucity problem. Our definition isflattened reference distributions ambiguousemotional ut-
the same as those of the soft-target approaches except thatances.
there are no mislabeled emotions. From this viewpoint, not The modified soft-targets can be regarded as Maximum
only clear but alsoambiguousemotional utterances express 3 posteriori (MAP) estimation by annotated labels with uni-
emotional characteristics and so are valuable for training. form prior distribution' while the conventional is Maximum

In order to utilizeambiguousutterances, we apply the | jkelihood (ML) estimation. In general, the performance of
soft-target training. In addition, this paper modifies it in ordenyap estimation is more robust given small sample size than
to handle both types of emotional utterances effectively. ML estimation. Hence the proposed method is suitable for

representing emotional soft-targets.
3.2. Conventional soft-targets

Soft-targets can describe the reference intensities of the target 4. EXPERIMENTS
classes, and hence are suitable to represefiiguousemo-
tions. This is also used in distillation [13] which is a famous®-1- Setup
technique for DNN. Speaker-independent speech emotion classification exper-
In emotion classifications, soft-targets are calculated byments were conducted to evaluate the proposed method
annotated labels [9, 10], against the IEMOCAP database. The number of target emo-
D Q) tions was four;neutral, happy, sadandangry. 8 speakers
q(ex) = ”7k(n) (4) (4 males and females) were selected for the training set and
Dok 2on Iy the remaining 2 speakers (1 male and female) were used as
The soft-targets are used in the same loss function Eg. (2) {§€ test set. The training set was divided iotear andam-
update parameters. biguoussets.clear set includelear emotional utterances of

the target emotions, araibiguousset has those afmbigu-

ous The numbers of the utterances in each set are shown in
Table 2.

There is a problem in applying conventional soft-targets to 47 dimensional acoustic features were extracted as frame-
ambiguoussmotional utterances. They allocate the same reflevel utterance features; 12 dimensional Mel-Frequency
erence distributions foambiguousand clear emotional ut- Cepstral Coefficients (MFCCs), loudness, fundamental fre-
terance when they have one and the same kind of the targgtiency ), voice probability, zero cross rate, Harmonics-
emotion labels, as shown in Table 1. to-Noise Ratio (HNR), the first order derivatives of them,

3.3. Modified soft-targets
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Table 2. Number of the utterances in the dataset. The first four of the major emotion classes were the target emotions, whi
the restsfrustration, excitement, surprised, fear, disgust, other,(xxxmajor) were not.

Major emotion class

Total | neu hap sad ang (fru) (exg (sur) (feg (dis) (oth) (XXX

Train-clear | 3548 | 1324 460 890 874 - - - - - - -

Train -ambig. | 3693| O 0 0 0 1049 568 21 11 0 2 2042

Test 942 | 384 135 194 229 - - - - - - -

and the second order derivatives of MFCCs and Ioudnes%, ble 3 A . b he baseli dth
The frame length and frame shift were 20 ms and 10 ms, re @l 3. Accuracy comparison between the baseline and the

spectively. All features were extracted by openSMILE [14]_proposed method.

. o Train set Acc. [%)]

These were normalized by mean and standard deviation of .
all of the utterance features in the training set. Finally, the Method Label clear ambig.| WA UA
features of every 4 frame sequence were used as the inpuBaseline hard v 58.6 53.7
feature sequence of the model. soft v 58.1 54.9

BLSTMs with attention mechanism were used in both the Proposed  modified soft v/ 58.5 57.4
baseline and the proposed method. The model was composed v 536 54.0
of fully-connected layers with Rectified Linear Unit (ReLU) v v 62.6 63.7
activation function, BLSTMs with attention layer and fully-
connected layers with softmax function. The number of hid- 66% —y
den units was 256 in the first fully-connected layer, 128 in 4% WA
BLSTMs and 256 in the last fully-connected layer. Dropout > W_.\.
rate was 50% in all layers. Two methods were evaluated asthe & 629 —
baseline; hard-target training and the conventional soft-target g ‘
training [9]. The proposed method was the modified soft- < 60%
target training with smoothing coefficient = 0.75. Both 58% ‘ ‘ l
baselines used thdear set for training, while the proposed 0.0 1.0 2.0 3.0

used either or botblear andambiguousset. Early-stopping a

criteria were applied in all conditions to minimize the loss of Fig. 3. Accuracies of the modified soft-targets with botear

the validation set. In this paper we used testset as the validandambiguousraining set.

tion set in the same way as [9] because of the limitation of the

dataset. relative error reduction; 9.7% in WA and 21.6% in UA. These
Two common evaluation measures were used in the exXesults indicate that bottlear andambiguousemotional ut-

periments: weighted accuracy (WA) and unweighted accutérances are useful for model training.

racy (UA). WA is the overall accuracy and UA is average re- [N addition, we compared the conventional soft-targets

call over every emotional category. In both cases, the majorityith the modified soft-targets. The result®f= 0 in Fig. 3

annotated class labels are regarded as the true emotions in fl§@resents the conventional soft-target performance while

test set. We made five trials of model training and evaluationg > 0 represents the modified. In the figure, the soft-targets

and averaged WA and UA were taken as the final result. ~ from o = 0.75 to 1.5 showed better performance than the
conventional methody = 0. Thus the modified soft-targets

are more suitable for emotion classification.
4.2. Results

Performance comparisons of the baseline and the proposed 5. CONCLUSIONS

method are shown in Table 3. The performance of the pro-

posed method with onlgmbiguousset was close to that of In this paper, we proposed a novel speech emotion classifi-
the baseline via hard-target withear set, even though their cation method that can leveragembiguousmotional utter-
training set had ncolearemotional utterances. This indicated ances for training. The proposed method focused on the soft-
that ambiguousemotional utterances certainly contain com-target training to utilizeambiguousutterances. In addition,
mon cues of the target emotions. Next, comparing the prathis paper modified the conventional soft-targets in order to
posed modified soft-targets to the two baselines widar effectively handle botlclear and ambiguousemotional ut-

set, shows that WA scores were equivalent while those UAerances. Experiments showed that the proposal yields per-
were better. Finally, the modified soft-targets with boldsar ~ formance improvements in terms of both weighted and un-
and ambiguousdatasets dominated the baseline in terms ofveighted accuracies.
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