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ABSTRACT

In this paper, we examine the content delivery design for a
cache-aided cloud radio access network (CA-CRAN), where users
are served by multiple base stations (BSs) that are connected to
cloud processor via fronthaul link. We propose a unified frame-
work for cooperative delivery, which aims to minimize the total
latency in the network. With fairness among users and physical-
layer transmission, beamformers and content assignment are jointly
optimized to fully exploit the benefits of caching. To address the
resulting mixed binary nonconvex problem, a successive convex
approximation (SCA)-based algorithm is derived with low com-
plexity. Through simulations, the proposed design reduces latency
significantly compared with existing work.

Index Terms— Beamforming, Cache, Content assignment, La-
tency

1. INTRODUCTION

Rapid growth of mobile data traffic, which is often dominated by
some popular multimedia contents, has introduced a heavy burden
for the limited backhaul link and degraded the quality of service
(QoS) of users, particularly causing long delays. As a result, caching
some popular content at BSs during the off-peak time is a promis-
ing technique to alleviate the traffic load and improve the QoS [1].
In this way, frequently-requested contents are able to be transferred
to users from the local base station (BS) directly without producing
extra latency and burden on the backhaul link.

Cache-aided cloud radio access network (CA-CRAN) is an im-
portant candidate for the cache-aided system. Benefiting from the
cloud processor, it enables cooperative BS transmission and central-
ized interference management by jointly allocating physical layer
resources, i.e., caching content, power and so on. Thus, CA-CRAN
can boost the throughput, allow for low latency, and reduce the sys-
tem cost [2]. So far, some studies on the design of the CA-CRAN
have been conducted, and mainly consider two perspectives: (i) con-
tent placement and (ii) content delivery. For example, the network-
wide cost and system throughput are investigated in [3, 4] and [5].

Nevertheless, the core issue of latency has not been fully ad-
dressed. Most related works focus on the content placement to
achieve low latency. In [6], the content placement strategies are
designed by reducing the content size in network traffic, without
considering the physical-layer transmission such as beamforming.
Although in [7], it designs caching policies by coupling the physical-
layer transmission, it only minimizes the average delay of all users
and ignores fairness. For content delivery design, many studies
only focus on the information theoretical model [2, 8]. These works
intend to develop coding strategies and capture the achievable la-
tency simply with respect to an ideal interference-free system. Some

other references, such as [9, 10], just deal with delivery design for
a priori content assignment. However, the content assignment is a
non-trivial task, especially when the collaborative BS beamforming
is considered.

In this paper, we emphasize on the content delivery design for
CA-CRAN. Motivated by the practical scenarios mentioned, we pro-
pose a unified framework for cooperative content delivery, which
aims to minimize the total latency with consideration of fairness
among users. To alleviate fronthaul link burden and encourage co-
operative transmission, we jointly process the design of beamform-
ers and content assignment. The problem is formulated as a mixed
binary nonconvex programming. To combat this difficulty, a succes-
sive convex approximation (SCA)-based algorithm with exponential
penalty is derived with low complexity. The effectiveness of the pro-
posed algorithm is demonstrated by simulations.

Notations: Define XH ,X−1, tr{X}, Re{X} as the Hermitian,
inverse, trace, and real value part of matrix X. The trace of ABH

is denoted as 〈A,B〉. [A;B] represents vertical concatenation of
matrix A,B.

2. NETWORK MODEL AND ASSUMPTIONS

As shown in Fig. 1, we consider the downlink transmission of a
J × K CA-CRAN, where K users are cooperatively served by a
cluster of J densely deployed BSs through the wireless channels,
referred to as edge link. Each BS i ∈ J is connected to the central
processor (CP) through a wired fronthaul link with limited capacity
CF . In this system, each user k ∈ K requests a file from the library
of F files, where each file f ∈ F is assumed to have equal-sized S
bits. We assume that the CP has access to the entire library. We label
the files by the order of popularity, and the probability P (f) of file
f being selected is given by Zipf distribution p(f) = cf−γ where
γ ≥ 0 is a given popularity exponent, and c is set for normalization
[3, 9]. Each BS has a local cache with a storage of µFS bits, where
µ ∈ [0, 1] is the fractional caching capacity. A cache-aided system
usually operates in two phases, i.e., content placement phase and
content delivery phase. In the content placement phase, BSs cache a
fraction of total content at the off-peaking time. Each file is split into
L subfiles (f, 1), (f, 2), · · · , (f, L), which are mutually exclusive
[9, 11]. Define set L = {1, 2, · · · , L}. Accordingly, we use the
binary variable cif,l to indicate the subfile (f, l) is cached in i-th BS
once cif,l = 1, otherwise 0.

We only focus on content delivery design, with the knowledge of
cached files in all BSs, i.e., cif,l being known a priori. The delivery
phase is defined as follows. Initially, each user requests arbitrary file
fk . The set Freq = {f1, f2, · · · , fK} denotes the requested files of
all users, which is a subset of F . Users requesting the same files are
grouped together, as the model in [3]. For simplicity, we assume that
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only one user is in each group, so we have fk1 6= fk2 for ∀k1 6= k2.
To minimize the network latency, the content assignment and

beamformers are optimized in CP. The content assignment is char-
acterized by determining which subfile (f, l) should be transferred
through BSs. If the subfile (f, l) is not cached in the i-th BS, it
should be accessed via the fronthaul link. The assignment is com-
pleted by setting the binary variables eif,l = 1 if subfile (f, l) is
transferred by the i-th BS, otherwise 0. Define the variable dif,l
as dif,l = (1 − cif,l)e

i
f,l to indicate that subfile (f, l) is accessed

via fronthaul link at the i-th BS when dif,l = 1. We can observe
that when cif,l = 1, subfile (f, l) can directly be sent from the
i-th BS without fronthaul latency. Thus, the size of the content
transferred via the fronthanl link to the i-th BS is given by SiF =∑
f∈Freq

∑
l∈L d

i
f,lSL, where each subfile is assumed to have the

same size of SL bits. The signal transferred from i-th BS is given by

xi =
∑
f∈Freq

∑
l∈L

Vi
f,lsf,l, (1)

where Vi
f,l ∈ CM×d is the precoding matrix for the signal sf,l ∈

Cd that encodes the subfile (f, l). It is distributed as sf,l ∼ N (0, I).
Denote the network-wide beamformers that precode subfile (f, l)
from all BSs as Vf,l = [V1

f,l;V
2
f,l; · · · ;VJ

f,l]. Each subfile is in-
dependently coded, and user can reconstruct the file by receiving all
subfiles [12]. Note that if subfile (f, l) is not served by i-th BS, the
corresponding beamformer Vi

f,l should be 0. The received signal at
the k-th user is given by

yk =
∑
l∈L

HkVfk,lsfk,l+
∑
f 6=fk

∑
l∈L

HkVf,lsf,l + zk, (2)

where Hk = [Hk1,Hk2, · · · ,HkJ ], each Hki ∈ CN×M denotes
the channel matrix between the i-th BS and the k-th user, zk de-
notes the additive complex Gaussian noise with distribution zk ∼
CN (0, σ2

kI). For notation simplicity, define the signal matrix Sk
and covariance matrix Jk as

Sk = [HkVfk,1,HkVfk,2, · · · ,HkVfk,L] , (3)

Jk =
∑

f∈Freq\{fk}

∑
l∈L

HkVf,lV
H
f,lH

H
k + σ2

kI. (4)

Assuming that the receiver regards the interference as noise, the
achievable rate of the k-th user to decode the total file fk can be
given by Rk = Bφ (Sk,Jk) , where the function φ(Sk,Jk) =
log det

(
I+ SHk J−1

k Sk
)

[13] and B is system bandwidth. Denote
the data rates of all users as the set

{
R|Rk, k ∈ K

}
.

Let us define the latency in the total network Ttotal, which shows
the number of symbols or channel uses that are needed to accom-
plish the requested files transmission [10, 14]. We assume that the
information delivery is half-duplex [15]; thus, the system operates in
a serial manner. That is to say, the CP first communicates with BSs
and is then followed by the wireless transmission stage. Considering
the fairness [21], we evaluate the edge latency as

TE =
S

mink∈KRk
, (5)

where minimization is over the rates of all users. For the non-cached
content transferred via fronthaul link, the latency in this process is
given by

TF =
maxi∈JS

i
F

CF
, (6)

so that the total latency of the network Ttotal is defined as

Ttotal = TE + TF . (7)

Similar assumptions have been used in previous studies [7,10,15]. In
our work, we emphasize the latency caused by the data transmission
in the network, instead of the latency due to the geometry propaga-
tion, network coding, and other factors.

: Central Processor

: BS

: User

: Cache Equipment

: Fronthaul Link
: Edge Link

Fig. 1. An example of CA-CRAN downlink

3. PROBLEM FORMULATION

In this section, we propose a unified framework for content delivery
design, which aims to minimize the total latency Ttotal in the network
via BSs cooperative transmission. We perform the joint content as-
signment and beamforming at the CP. In the considered CA-CRAN,
all CSI, local content in BSs, and knowledge of requested files are
available at the CP. Define set E =

{
eif,l|f ∈ Freq, l ∈ L, i ∈ J

}
and set V =

{
Vi
f,l|f ∈ Freq, l ∈ L, i ∈ J

}
; thus, the problem is

stated as

P0 : min
TE ,TF ,E,V

TE + TF (8a)

s.t. TF ≥
SiF
CF

, i ∈ J (8b)

TE ≥
S

Rk
, k ∈ K (8c)∑

f∈Freq

∑
l∈L

tr
{
Vf,lV

H
f,l

}
≤ P0 (8d)

∑
i∈J

eif,l ≥ 1, ∀ eif,l ∈ E (8e)(
1− eif,l

)
Vi
f,l = 0, ∀ eif,l ∈ E ,Vi

f,l ∈ V (8f)

eif,l ∈ {0, 1}, ∀ eif,l ∈ E . (8g)

where constraints (8b), (8c) are equivalent to the latency defined pre-
viously, once the optimality is attained. The constraint (8d) indicates
that the total transmit power for all BSs is limited by P0. Constraints
(8e)–(8g) mainly account for the determination of assignment eif,l.
In particular, to alleviate fronthaul link burden and encourage coop-
erative transmission, each file is likely to be accessed via multiple
BSs. This is achieved by constraint (8e). The constraint (8f) im-
plies that if the i-th BS is not assigned to transfer subfile (f, l), i.e.
eif,l = 0, the related beamformer Vi

f,l must be 0.
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Library in CP Cached content in BSs Requested files

Fronthaul link Edge link

  (3,21,1 , (2,2), , (4,3),) (5,1)

  (3,31,3 , (2,2), , (4,1),) (5,2)

  (3,31,2 , (2,3), , (4,1),) (5,3)

File 1 5f 

File
2 3f 

CP is connected to each BS via a capacity-limited fronthau link. 
 Each file is split into $L =3$ subfiles. During off-peak times, it performs the content placement phase such that each BS pre-fetch 

some popular contents that users will request potentially.
For example, we can see that file 3 is split into subfiles $(3,1),(3,2),(3,3)$ where $(3,2),(3,3)$ are distributedly cached in BSs. 

Hence as the second user requests file $f_2 = 3$, subfiles $(3,2),(3,3)$ can be directly access from BSs while subfile $(3,1)$ is transferred from the CP to BSs via fronthaul links and 
then followed by the edge link of wireless transmission. Basically the leverage of local cache can significantly reduce the latency and alleviate fronthaul traffic.

File 1

File 2

File 3

File 4

File 5

BS 1

BS 2

BS 3

Fig. 2. An example of proposed design.

To explain the proposed design in greater detail, Fig. 2 illustrates
a simple example. Consider a CP with a library storing 5 most pop-
ular files. Each file is split into L = 3 subfiles. During off-peak
times, it performs the content placement phase such that BSs pre-
fetch some popular contents that users will request potentially. As
a result, requested file 3 is divided into subfiles (3, 1), (3, 2), (3, 3),
where subfile (3, 2) is available in BS 3 and subfile (3, 3) is avail-
able in BS 1 and 2. In such case, subfiles (3, 2), (3, 3) can be di-
rectly accessed from BSs without producing the fronthual latency.
The assignment of BSs serving the transmission of subfile (3,3) will
be carefully selected by the proposed design, i.e., with the consider-
ation of the channel gain. As for subfile (3, 1), it should be firstly
fetched from the CP to certain BSs via fronthual link. With consider-
ation of fairness, the one with the least fronthual traffic load is likely
to be assigned for transferring subfile (3, 1). In terms of requested
file 5, benefited from BS cooperation, all related subfiles can be ac-
cessed through local BSs. Hence the leverage of local cache can
significantly reduce the latency and alleviate fronthaul traffic.

Proposition 1: If the file f is requested by users and the subfile
(f, l) is available in i-th BS, i.e., cif,l = 1, we can set variable eif,l =
1 for problem P0 without loss of optimality.

Proposition 1 also reveals insights into the proposed design.
When allocating a BS that has cached the requested content already
to the cluster of BSs serving this content, it always produces no
extra fronthaul latency but potentially a decrease of edge latency.
The proof is similar to what is presented in [3].

4. PROPOSED ALGORITHM

Note that problem (8) is a nonconvex problem with the binary as-
signment mixed. While using the exhaustive search to find all possi-
bilities of binary variables, the computational complexity grows ex-
ponentially with O(2MNL−La), where La is the number of content
copies in BSs. A greedy approach can be derived based on the idea
in [16] with computational complexityO((MNL−La)2), which is
still excessively high because, in each stage, it needs to solve a non-
convex problem. To address this difficulty, an SCA-based algorithm
with exponential penalty is derived with low complexity.

First, equivalently transform the constraint (8f) as∥∥∥Vi
f,l

∥∥∥2
F
≤
(
eif,l

)α
P0, (9)

with α ≥ 1 because eif,l is a binary term. After we relax the binary
variable eif,l into a continuous one, noted as problem Pc0 , α ≥ 1 is
served as a penalty to encourage toward a binary solution in such
continuous relaxation [17]. Nevertheless, (9) is still nonconvex. Ob-
serve that (eif,l)

α is lower bounded by the first-order Taylor expan-
sion θ(r)(eif,l) within 0 ≤ eif,l ≤ 1. In particular, we have

θ(r)
(
eif,l

)
= (1− α)(eif,l

(r)
)α + α(eif,l

(r)
)(α−1)eif,l, (10)

where the local point 0 ≤ eif,l
(r) ≤ 1.

Lemma 1: Consider the function φ (A,B), where matrix A ∈
Cn×m and positive definite matrix B ∈ Cn×n. The following
quadratic function is minorant of φ (A,B) at

(
A,B

)
:

φ (A,B) = q + 2Re {〈Q1,A〉} −
〈
Q2,AAH +B

〉
, (11)

where constant q = φ(A,B) − 〈A,B−1
A〉, Q1 = B

−1
A and

Q2 = B
−1 − (B+A A

H
)−1 � 0. It shows that φ(A,B) is a

lower bound of φ (A,B), and tight at
(
A,B

)
.

The proof of Lemma 1 is provided in [19]. Applying Lemma
1, for any feasible Vi

f,l
(r) for problem (8), we have such inequality

φ
(r)

(Sk,Jk) ≤ φ(Sk,Jk). Thus, Bφ
(r)

(Sk,Jk) is minorant of the
rate Rk at (S(r)

k ,J
(r)
k ), and minorant φ

(r)
is a concave quadratic

function versus beamformer Vf,l. Ultimately, we tackle problem
P0 by successively solving the following relaxation problem:

P(r)
1 : min

TE ,TF ,E,R,V
TE + TF (12a)

s.t. Rk ≤ Bφ
(r)

(Sk,Jk) , k ∈ K (12b)∥∥∥Vi
f,l

∥∥∥2
F
≤ θ(r)

(
eif,l

)
P0, ∀ eif,l ∈ E ,Vi

f,l ∈ V (12c)

0 ≤ eif,l ≤ 1, ∀ eif,l ∈ E (12d)

(8b), (8c), (8d), (8e), (12e)

which is a convex problem and can be efficiently solved via CVX
[18]. We start with any points (E(0),V(0)) feasible to P0, and iter-
atively solve problem (12) until variables (E(r),V(r)) convergence.
Solving such a continuous relaxation problem (12) may also result
in some non-binary assignment variables E∗ even with the exponen-
tial penalization. Thus, we propose to set all assignment variables
to 0 when (eif,l)

∗ < ε, otherwise 1. To make the solution feasi-
ble and encourage a sparse structure of beamformers, the threshold ε
is carefully selected with value minf,l{maxi(e

i
f,l)
∗}. The derived

approach is summarized as Algorithm 1.
For problem (12), any feasible solution is also feasible for prob-

lemPc0 , but the reverse usually does not hold. One can prove that the
optimal value of (12) normally serves as a locally tight upper bound
of problem Pc0 by following propositions 1 and 2 in [19]. Subse-
quently in Algorithm 1, a sequence of points {Er,Vr} are generated
with decreasing objective value for problem Pc0 and eventually, con-
vergence to a local point of Pc0 [19, 20].

5. SIMULATION RESULTS AND CONCLUSION

In this section, we provide numerical simulation to show the per-
formance of the proposed design in practical scenarios. Consider a
CA-CRAN with 3 cells and each has a hexagonal shape, with the
edge length of 300 m. A total of 3 BSs are in the cell and each BS
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Algorithm 1 Proposed method for content assignment and beam-
forming joint design

1: Initialize r = 0 , and set (E(0),V(0)) feasible to P0

2: repeat
3: Solve the problem P(r)

1 for an optimal solution (E∗,V∗)
4: E(r+1) ← E∗
5: V(r+1) ← V∗
6: r ← r + 1
7: until the stopping criterion is satisfied, and output (E∗,V∗)
8: Set (eif,l)

∗ = 0 when (eif,l)
∗ < ε, otherwise 1.

9: Run steps 2–7 again with the fixed E∗, and output V∗.

is located at the center of each cell, owning antennas M = 12 with
the gain of 5 dBi. Assume BSs are equipped with the same caching
storage. Each user equipment has 3 antennas. The number of trans-
mit data streams d = 1. The exponent parameter for path loss is set
as 2. Log-normal shadowing parameter is assumed to be 7 dB. The
small-scale fading is Rayleigh fading, with covariance 1. Channel
bandwidth is set as 1 MHz and noise power spectral density is -174
dBm/Hz. There are 100 files in library, following Zipf distribution
with parameter γ = 0.5. Each file is 1GB and divided into 5 sub-
files. We use the randomized fractional cache distinct pre-fetching
approach as a baseline for content placement, which is provided
in [9]. The total latency of the network is exploited by averaging
results of 100 independent simulation trials.

First, we evaluate the performance of the proposed design. Con-
sider that 3 users are active, the capacity of fronthaul link CF is 1
Mbps, and fractional caching capacity of each BS µ = 0.4. Set
penalty α = 5. In Fig. 3, the network latency is shown in rela-
tion to the total transmit power. We can see the results of the fol-
lowing benchmarks: (i) “Greedy Assignment” (GA) indicates the
case where problem (8) is solved by greedy method, inspired by
the idea in [16] with high computation complexity, which serves
as near optimal result; (ii) “Random Assignment” (RA) shows the
case where the content assignment is randomly selected without any
design; (iii)“Non-cooperation ” (NC) indicates the case where each
user is only served by one BS; (iv) “Traffic-Aware ” (TA) is obtained
by minimizing the total data size of the fronthaul traffic. Conse-
quently, the proposed method and GA achieve better results than
benchmarks (ii)–(iv), due to the joint content assignment and BS
cooperation. In particular, the proposed design reduces latency sig-
nificantly compared with RA, which reveals that the proper content
assignment will bring along benefits. It can be observed that when
the transmit power is less than 37 dBm, NC scheme suffers from
a longer delay than RA. This indicates the case where the total la-
tency is dominant by the wireless transmission, the non-cooperative
method will degrade the performance dramatically. Although the
proposed design obtains slightly lower latency in contrast with TA,
the gap will increase successively versus transmit power. This is be-
cause the physical transmission is considered in our design. Further-
more, the average simulation time required for the different schemes
is shown in Table 1. It can be seen that compared with benchmarks
(ii)–(iv), the proposed algorithm reduces latency substantially while
the increase of time cost is not significant. When the transmit power
is larger than 40 dBm, the proposed algorithm achieves better per-
formance while consuming less simulation time as compared with
GA, indicating that a lower computational complexity. In summary,
these results demonstrate the superior performance of the proposed

design.

Table 1. Average Simulation Time for Different Schemes
Schemes GA PD RA NC TA
Time (s) 3636.83 227.84 48.08 78.58 63.67
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Fig. 3. Average latency vs. the transmit power.

In the following, we consider a larger system with 6 users and
set transmit power as 40 dBm. Fig. 4 investigates the impact of
the fronthaul link capacity. The fractional caching storage is 0.4.
We can observe that with penalty α = 5, a lower latency can be
obtained because the exponent penalty is likely to result towards a
binary solution. Furthermore, as the capacity of the fronthaul link
increases, TF reduces significantly while the edge latency TE sees
almost no change. Thus, the total latency of the network is dominant
by the edge latency TE for unlimited fronthaul capacity.

Fig. 5 exploits the impact of catching capability of BS µ on the
network latency. The fronthaul link capacity is 3 Mbps. Interest-
ingly, as the fractional catching storage 0.2 ≤ µ ≤ 0.6, the fron-
thaul latency TF reduces rapidly while the edge latency TE fluctu-
ates around a certain level. Such thresholds are important for system
design, because after which the benefit with more storage is limited.
Accordingly the proposed design can help balance the system cost.

2 3 4 5 6 7 8 9 10

Fronthaul link capacity (Mbps)

50

100

150

200

250

300

350

400

450

500

A
ve

ra
ge

 la
te

nc
y 

(s
ym

bo
l o

r 
ch

an
ne

l u
se

)

α = 1 Total
α = 1 T_E
α = 1 T_F
α = 5 Total
α = 5 T_E
α = 5 T_F

Fig. 4. Average latency vs. fron-
thaul link capacity.
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Fig. 5. Average latency vs.
caching storage of BSs.

In this paper, we proposed a unified delivery design for CA-
CRAN to achieve low latency with fairness among users. To fully
exploit the benefits of caching resources, we jointly process content
assignment and beamforming. To address the mixed binary noncon-
vex problem, an SCA-based algorithm is derived with low complex-
ity. Simulations results demonstrate the superior performance of the
proposed method over other existing schemes.
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