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ABSTRACT

This paper describes a high-speed optical camera communi-
cation (OCC) technique using an LED and a rolling-shutter
camera. In the proposed technique, the symbols being trans-
mitted are encoded as time delays of optimally modulated sig-
nals derived theoretically. A receiver decodes the symbols by
using intensities obtained from four consecutive line sensors
of a camera. Experiments using a camera having performance
similar to that of a general-purpose camera show that the pro-
posed technique can achieve 0.833 ∼ 1.17 bits per line sens-
ing and that symbol transmission is possible with a longer ex-
posure time setting; this is difficult to achieve using existing
on–off keying OCC techniques.

Index Terms— optical camera communication, optimally
modulated signal, exposure time, rolling shutter

1. INTRODUCTION

Because of the huge penetration of smartphones having built-
in cameras, the standardization of optical camera commu-
nication (OCC) [1] has been investigated recently. Visible
light communication (VLC) [2] including OCC cannot al-
ways achieve high-speed communication like Wi-Fi but can
restrict its communication to line-of-sight areas. VLC is a
promising technology for places where Wi-Fi is prohibited,
such as hospitals or nuclear power plants. There are many
VLC systems for optical cameras, for example, using displays
as transmitters ([3], [4], [5]), indoor positioning applications
([6], [7], [8], [9], [10], [11]) and so on.

We previously devised a rapid and accurate time-difference
estimation method that uses LED illumination and a general-
purpose camera with a global shutter [12]. The paper extends
this method of OCC using a rolling-shutter camera such as
a smartphone camera. The proposed method uses intensity
values of an LED illumination measured by four consecutive
line sensors to decode one symbol. For a 60 fps camera with
1,000 line sensors per frame, the fundamental frequency of
modulated light from an LED is 15 kHz, and thus human
eyes do not perceive the flicker [13]. Many OCC systems
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using a rolling-shutter camera employ on–off keying to en-
code symbols [14], [15]. To identify the camera’s on–off
status correctly, it is not allowed to overlap exposure times
of neighboring line sensors. Thus, the exposure time of each
line sensor must be very short, which makes it difficult to
implement augmented reality applications by superimposing
received data through OCC on a captured image. On the
other hand, the proposed method encodes symbols based on
phase-shift modulation by changing time delays of optimally
modulated signals. Therefore, it can increase the exposure
times of line sensors.

Evaluations of the proposed method were conducted us-
ing a camera with performance similar to that of a general-
purpose camera. The results show that it could achieve 0.833
∼ 1.17 bits per line sensor without errors, which is a compara-
ble or better performance than on–off keying-based methods
that cannot theoretically exceed 1 bit per line sensor.

The contributions of this paper are as follows:

• We propose an OCC technique based on phase-shift
modulation that can achieve high-speed communica-
tion.

• We investigate how the proposed method changes its
performance for different exposure time settings.

2. PROPOSED METHOD

2.1. Time-Difference Estimation for a Rolling-Shutter
Camera

Suppose TC , TE , η (= TE/TC), and L are the frame period,
exposure time, exposure time ratio, and number of line sen-
sors of a camera, respectively (Figure 1). The period of a
signal s(t) emitted from an LED is given as mTC (m > 0).
The time difference δmTC (0 ≤ δ < 1) is defined as that
between a rising edge or peak value time of s(t) and the shut-
ter release time of the first line sensor. The time difference
τl at a line sensor l (l = 0, 1, · · · , L − 1) is represented as
τl = δmTC + l

LTC . The intensity r(τl) obtained by the line
sensor is calculated as follows:

r(τl) =
1

TC

∫ ηTC

0

s(t+ δmTC +
l

L
TC)dt. (1)

3739978-1-5386-4658-8/18/$31.00 ©2018 IEEE ICASSP 2018



The Fourier transform of r(τl) on δ is given as Rk(l) (k =
0,±1,±2, · · · ):
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Fig. 1. Exposure timings of line sensors in a rolling-shutter
camera.
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Fig. 2. (a) Intensity ratio function; (b) Intensity difference
functions; (c) Intensity functions.

Rk(l) =
1

TC

∫ 1

0

∫ ηTC

0

s(t+δmTC+
l

L
TC)dt e

−j2πkδdδ

= Skηe
j πkη

m sinc

(
πkη

m

)
ej

2πkl
mL .

(2)

Note that Sk is the Fourier transform of s(t). Equations (3)
and (4) define the intensity difference and intensity ratio func-
tions, respectively:

rd1(τl) = r(τl)− r(τl−2)
rd2(τl) = r(τl−1)− r(τl−3)

(3)

g(τl) =



rd2(τl)

2 (rd1(τl) + rd2(τl))
(rd1(τl) rd2(τl) ≥ 0)

rd1(τl)

2 (rd1(τl)− rd2(τl))
+

1

2
(rd1(τl) rd2(τl) < 0) .

(4)

If g(τl) is obtained as a sawtooth wave as shown in Figure
2(a), the time difference τl is proportional to g(τl) during the
interval between 2nTC/L and 2(n + 1)TC/L (n: integer).
This requires that rd1(τl) and rd2(τl) are triangular waves
with a phase difference of π/2 (time difference TC/L), as
shown in Figure 2(b). Figure 2(c) shows that r(τl−i) (i =
0, 1, 2, 3) must be triangular waves except for a DC compo-
nent, and their period and phase difference are 4TC/L and
π/2, respectively. The Fourier transform of r(τl) is given as:

Fk(l) =
sinc2(kπ2 )

2
e

jkπ
2 l. (5)

When Rk(l) = Fk(l) holds, s(t) is defined as an optimally
modulated signal and is represented as sopt(t):

sopt(t) =

∞∑
k=−∞

1

η
e−j kπη

m
sinc2(kπ2 )

sinc(kπηm )
e

jπkl
2 (1− 4

mL )e
j 2kπ
m TC

t
.

(6)
To make sopt(t) independent of l, m = 4

L must hold. The
value of sinc2(kπ/2)/sinc(kπη/m) in (6) must be finite so
that sopt(t) always exists, which results in the following equa-
tion:

η =
m

2p
=

2

pL
(p = 1, 2, · · · ). (7)

sopt(t) is given as (8) (n = 0, 1, 2, · · · ) and its period is
4TC/L. Note that ⌊x⌋ is the maximum integer not larger than
x. Figure 3 shows examples of sopt(t):

sopt(t) =



1− ηL

2
⌊ t− 4nTC/L

η TC
⌋(

4nTC

L ≤ t < (4n+2)TC

L

)
ηL

2
⌊ t− (4n+ 2)TC/L

η TC
⌋(

(4n+2)TC

L ≤ t < 4(n+1)TC

L

)
.

(8)

From Figure 2 (a) and (b), τl is easily obtained as the
interval between 4nTC/L and 4(n + 1)TC/L, as shown in
Equation (9):

τl =


(2 TC/L) g(τl) ((rd2(τl) = 0 and

rd1(τl) > 0) or rd2(τl) > 0)
(2 TC/L) (1 + g(τl)) ((rd2(τl) = 0 and

rd1(τl) < 0) or rd2(τl) < 0).
(9)
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Fig. 3. Optimally modulated signals sopt(t): (a) η = 2/L, (b)
η = 1/L, (c) η = 1/(2L), and (d) η = 1/(4L).

2.2. Encoding and Decoding using Time Delay

A symbol given as an N -bit integer (0 ≤ k ≤ 2N − 1) is
encoded as a time delay tk (0 < tk < 4TC/L) using the
following equation at a transmitter:

tk =
2TC

L

(
k

2N−1
+

1

2N

)
. (10)

The time delay t
′

k is obtained using Equations (4) and (9)
at a receiver. Then, the time delay tk given at the transmitter
is calculated as t

′′

k using Equation (11). Note that the time
difference τl between an LED and a line sensor l is estimated
before receiving the encoded symbols:

t
′′

k =


t
′

k − τl (t
′

k − τl ≥ 0)

t
′

k − τl +
4TC

L
(t

′

k − τl < 0).
(11)

The transmitted symbol k is decoded as k
′′

from the time
delay t

′′

k using Equation (12):

k′′

2N−1
− 1

2N
≤ t

′′

k
2
LTC

<
k′′

2N−1
+

1

2N
. (12)

2.3. Exposure Time Ratio and Communication Speed

The proposed method indicates that although the intensity
values obtained through Equation (1) and their intensity dif-
ferences obtained through Equation (3) are different at dif-
ferent exposure time settings, the time delays calculated by
Equation (4) can be the same. Thus, the proposed method
allows setting a longer exposure time. It requires 4TC/L to
transmit one symbol, which is decoded by four consecutive
line sensors. However, to avoid interference between sym-
bols, their transmission duration must be longer than 4TC/L.

In the following discussion, therefore, it is assumed that the
symbol transmission lasts (4 + a)TC/L (a = 1, 2, · · · ) and
received symbols are decoded by using four among (4 + a)
line sensors. When η is set to 2

pL (Equation (7)) and an N -bit
symbol is decoded using four among (a+4) line sensors with-
out errors, the communication speed is N/(a+4) bits per line
sensor. If an LED illumination is simultaneously exposed to
all line sensors of the camera, the theoretical maximum speed
becomes NL/((4 + a)TC) bps.

Two cases are investigated when η is larger than 2
pL .
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Fig. 4. Symbol transmission and reception for (η − 2
pL ) ≥

(4 + a)/L.

(a) If (η− 2
pL ) ≥ (4+a)/L. As shown in Figure 4, if each line

sensor receives the same signal in the first and last 2
pL periods

of its exposure time, Equation (3) gives double the value of
that when η = 2

pL . Thus, Equation (4) gives the same time
delay as that of η = 2

pL . The number of symbols M to be
transmitted in the (η− 2

pL )TC period is ⌊(η− 2
pL )L/(a+4)⌋.

As the symbols must be transmitted twice, ⌈(η − 2
pL )L⌉ +

(a + 4)M line sensors are required to receive M symbols.
Theoretically, NM/(⌈(η − 2

pL )L⌉+ (a+ 4)M) bits per line
sensor can be achieved at maximum. Note that ⌈x⌉ is the
minimum integer larger than x.

(b) If (4 + a)/L > (η − 2
pL ) > 0. A line sensor cannot

receive the same symbol in the first and last 2
pL periods of its

exposure time.

Thus, the requirement for the exposure time ratios is given
as follows:

η =
2

pL
, 1 > η ≥ 4 + a

L
+

2

pL
. (13)
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Parameter Experiment 1 Experiment 2 Experiment 3
Exposure time ratio η 1.91× 10−3 1.91× 10−3 3.24× 10−2, 1.01× 10−1

Measurement environment IB “dark”, “fluo” “dark” “dark”, “fluo”
Distance d (m) 0.03 0.03, 0.5, 1.0, 1.5 0.03
Number of pixels PN 100, 300, 600, 1324 40 40
Bits per symbol N 6, 7, 8, 9, 10 6, 7, 8, 9, 10 3, 4, 5, 6, 7
Number of measurements 1000× 5× 4× 2 = 40, 000 2000× 5× 4 = 40, 000 2000× 5× 2× 2 = 40, 000

Table 1. Experimental parameters and their values (“dark”: no illumination, “fluo”: fluorescent illumination).
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3. EXPERIMENT

3.1. Overview

An LED (OptoSupply OSB56A5111A) connected to a func-
tion generator (NF Corporation WF1948) emitted an opti-
mally modulated signal (η = 2

L = 1.91 × 10−3 as shown in
Figure 3(a)) for a 60 fps camera (Point Grey Flea3, USB 3.0,
1324 × 1048 pixels). A round diffuser was placed between
them to expose as many line sensors as possible simultane-
ously.

A transmitted signal lasting one frame time (TC) con-
sisted of three parts: a nonsignal part longer than 6TC/L
to detect the start of the transmission at the receiver, a time-
difference estimation part of duration 6TC/L, and an encoded
symbol part.

Three experiments were conducted by changing measure-
ment environments (IB), number of pixels (PN ) per line sen-
sor, exposure time ratios (η), distances (d) between LED and
camera, as shown in Table 1. The proposed method decoded
one symbol using four of six line sensors (a = 2 in Section
2.3). An LED was placed so that its image was captured at
the center of the camera. The number of line sensors used for
decoding was 50 (Experiment 2) or 1048 (otherwise).

3.2. Experimental Results and Discussion

The results of Experiments 1 and 2 confirm that the proposed
method could achieve five-bit symbol transmissions without
errors at the d = 1.5 m setting (Figure 5 (c)) and seven-bit
transmissions without errors at the d = 0.03 m and PN =
600/1324 setting (Figure 5 (a) and (b)). These corresponded

to 0.833 and 1.17 bits per line sensor, and 54.0 kbps and 75.6
kbps using a 60 fps camera with 1080 line sensors, respec-
tively.

The results of Experiment 3 (Figure 5 (d)) indicate that a
larger η may improve the signal-to-noise ratio while decreas-
ing the number of bits to be transmitted as symbols. For ex-
ample, three- and four-bit symbols were transmitted without
errors, which corresponded to 0.313 and 0.249 bits per line
sensor at the η = 3.24×10−2/dark and η = 1.01×10−1/dark
settings, respectively. Possible reasons for the deterioration
are as follows.

1. A longer exposure time increased intensity values and
made the differences obtained in Equation (3) relatively
smaller.

2. The intensity of each pixel was represented as an eight-
bit integer and smaller intensity differences might be
affected by quantization errors.

4. CONCLUSIONS

An OCC technique for rolling-shutter cameras was proposed
by extending a time-difference estimation method for global-
shutter cameras. The method was confirmed to achieve better
high-speed communication performance than existing OCC
systems. The evaluations showed that although some perfor-
mance deterioration was observed, the proposed method al-
lowed longer exposure times, which could be useful for aug-
mented reality. A future task is to implement the proposed
technique on smartphones.
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