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ABSTRACT

This paper proposes a robust distributed event-triggered ap-
proach for consensus in linear multi-agent systems (MAS)
with uncertain network topologies. To achieve consensus, each
agent transmits its information only when a certain event-
triggering condition is fulfilled. The connection weights in the
network are uncertain and hence the information received
by each agent is unreliable. In such an uncertain topology,
the objective is to co-design robust consensus parameters
(namely, the state transmission threshold and local control
gains) that collectively ensure an exponential rate for con-
sensus convergence. An objective function incorporating the
transmission load and control effort is minimized to compute
the design parameters. Numerical simulations quantify the
effectiveness of the proposed event-triggered consensus ap-
proach in a second-order MAS.

Index Terms–Multi-agent Systems, Event-triggered
Consensus, Exponential Convergence, Convex Optimization.

1. INTRODUCTION

Among cooperative behaviours in multi-agent systems (MAS),
consensus has attracted considerable attention in sensor net-
works [1] and mobile vehicles [2, 3]. Early work in this area
stipulates all agents to continuously transmit their infor-
mation through the network. More recently, event-triggered
consensus schemes in MAS’s have been introduced to re-
duce the number of transmissions in bandwidth constrained
environments [4–6]. In such approaches, previously received
information (and not the current states of the neighbouring
agents) is used by each agent to make local decisions on
whether to transmit and whether to update the actuator in-
puts. A relatively reduced number of data exchanges in such
approaches makes the system sensitive to certain environ-
mental constraints, such as communication delay, network
unreliability, and parameter uncertainties [7]. Therefore,
robustness analysis of event-triggered methods is critical.
Since dealing with event-based strategies imposes analyti-
cal difficulties, strong assumptions are often considered to
solve the event-triggered consensus (ETC) problem. For in-
stance, reference [8] limits its approach to undirected network
configurations. A majority of other works address ETC in
network topologies with ideal and time-invariant connec-
tion weights [4]; an assumption which is rarely the case in
practice [9]. Necessary and sufficient conditions for ensuring
robust consensus in networks with uncertain connection links
are provided in [10, 11]. However, constant communication
between the agents is a requirement. We also note that com-

puting control gains and transmission thresholds in existing
ETC approaches is often based on a trade-off between the
communication load and convergence rate [12–14]. In order
to develop a more systematic approach, reference [15] pro-
poses an exponentially fast ETC framework. Only control
inputs are event-triggered and each agent still exchanges its
information at every consensus step.

Motivated by the aforementioned limitations, the paper
extends the co-design ETC framework developed in our pre-
vious work [16] to meet a guaranteed exponential rate of con-
vergence in the presence of network uncertainties. The key
contributions of the paper are summarized as follows. (i) To
the best of our knowledge, this is the first instance in which
robustness to non-ideal network connectivity in design param-
eters for ETC is being addressed. (ii) The proposed algorithm
ensures an exponential (as opposed to asymptotic) consensus
convergence rate in communication constrained environment.
(iii) Unlike most existing ETC implementations in which con-
trol and transmission parameters are designed as a trade-off
between the convergence rate and transmission load, the op-
timization framework developed in this paper simultaneously
minimizes a function with respect to all design parameters.

The paper is organized as follows. Section 2 introduces the
preliminaries. In Section 3, we formulate the ETC problem
in uncertain networks and compute ETC design parameters.
We provide results from simulation examples in Section 4.
Finally, Section 5 concludes the paper.

2. PRELIMINARIES

Notation: Let A= {aij}m×n denote a (m×n) matrix. Ma-
trix |A|= {|aij |} is a matrix with entry-wise absolute values of
A. The Frobenius norm is denoted by ‖A‖. Matrix A† stands
for the pseudo inverse of A. Notation A> 0 implies that A is
symmetric positive definite. The minimum (maximum) eigen-
value is denoted by λmin(max)(A). Row vector a(i,•) is row i of
matrix A, i.e., a(i,•) = [ai1, . . . , ain]. Similarly, a(•,i) is column
i in A. Symbol I denotes the Identity matrix of appropriate
order. Column vector of order n with unit entries is expressed
by 1n. Notations ⊗ and ◦, respectively, denote the Kronecker
and Hadamard products. For two vectors u∈Rn and v ∈Rn,
u≤v refers to entry-wise inequalities ui≤ vi, (1≤ i≤n). No-
tation ∗ in a symmetric matrix is the transpose of its corre-
sponding blocks from upper triangle.
Graph Theory: A weighted digraph G= (V, E ,A) consists
of a set of vertices (nodes) V = {v1, ..., vN}, a set of edges
E ⊆ V × V and a weighted adjacency matrix A= {aij}N×N .
Notation Ni is the neighbouring set for node vi. Matrix L is
the Laplacian matrix which is obtained from A [17].
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State Dynamics: Consider a multi-agent network system
comprising of N agents with the following state model

ẋi(t) = Axi(t) +Biui(t), 1 ≤ i ≤ N. (1)
where xi(t)∈Rn is the state vector at time instant t, and
ui(t)∈Rm is the external control signal. Matrices A and Bi,
respectively, represent the system and control input matrix.
The network configuration is directed and strongly connected
though the connections between the nodes change over time.
Definition 1. Given any initial conditions, a proposed dis-
tributed control law ui(t) is said to solve the consensus prob-
lem if and only if limt→∞‖xi(t)−xj(t)‖= 0, (1≤ i, j≤N) [18].

To reach consensus, agent i transmits its state value to
its neighbouring agents at time instants ti0, ti1, . . ., which are
determined by a proposed local triggering condition (that
will be introduced later). We define the most recently broad-
casted state of agent i as x̂i(t) =xi(tiki), t∈ [ tiki , t

i
ki+1 )

where ki = 0, 1, 2, . . . defines the transmission counter for
agent i. Motivated by [12], the control law to solve the ETC
in the presence of network uncertainty is proposed below

ui(t) =Ki

∑
j∈Ni

āij
(
e
A(t−ti

ki
)
x̂i(t)− e

A(t−tj
kj

)
x̂j(t)

)
, (2)

Matrix Ki ∈Rm×n is the control gain to be designed specif-
ically for agent i. Scalar āij = aij+δaij(t) is the uncertain
weight for edge Eij with uncertain term δaij(t). The uncer-
tainty in adjacency matrix A reflects missing information on
the control gains [11], actuator bias [9], and link failures [19].
The uncertain Laplacian matrix L̄= {l̄ij} (1≤i, j≤N) can be
written as a function of the nominal Laplacian matrix L and
its multiplicative uncertainty ∆L(t) = {δLij (t)}N×N , i.e.,

L̄= (I + ∆L(t))L, (3)
Similar to [11], in this work the uncertain Laplacian matrix
corresponding to the network maintains the diffusion prop-
erty, i.e.,

∑N

j=1 l̄ij = 0, (1≤ i≤N). We note that the expo-
nential term exp(A(t− tiki)) in (2) reduces the number of
event-triggered transmissions and helps in the exclusion of
Zeno behaivour [12]. The following condition is considered
for ∆L(t).
Assumption 1. Matrix ∆L(t) satisfies ‖∆L(t) ‖≤ ηL .
In practice, an uncertain network The objective of this work
is to incorporate the design of consensus parameters (namely
the state transmission threshold (STT) that will be intro-
duced later, and control gains Ki’s) to obtain optimal pa-
rameters with respect to a proposed objective function. Us-
ing the computed parameters, consensus is reached with a
guaranteed exponential rate of convergence in the presence
of uncertainty in the network topology.

3. PROBLEM FORMULATION

Let ei(t) = e
A(t−ti

ki
)
x̂i(t)−xi(t) denote the measurement

error between the most recently transmitted state and
its instantaneous value for agent i. In addition we define
x(t) = [xT1 (t) , . . . , xTN(t) ]T , x̂(t) = [ x̂T1 (t) , . . . , x̂TN(t) ]T ,
and e(t) = [ eT1 (t) , . . . , eTN(t) ]T . Collectively, let e(t) = Λx̂(t)
−x(t), where Λ = diag(Λ1, . . . ,ΛN) and Λi = e

A(t−ti
ki

). Com-
bining (1) with the proposed control law (2) leads to the
following augmented system

ẋ(t) = (A[N ] +BKL̄[n])x(t) +BKL̄[n]e(t), (4)

whereA[N ]=IN⊗A,B= diag(B1, . . . , BN), L̄[n]=(I+∆[n]
L (t))L[n],

with L[n] =L⊗In, and ∆[n]
L (t) = ∆L(t)⊗In. Similar to the rea-

sons mentioned in [16], the consensus problem for system (4)
is transformed to the stability problem of an equivalent
system. This approach also facilitates the use of Lyapunov
method, which incorporates design specifications and con-
straints with stability of the system. The following transfor-
mation is used for conversion to the stability problem [20]

xr(t) = L̂[n] x(t), (5)

where L̂[n] = L̂⊗ In, and L̂= {l̂ij}∈R(N−1)×N is obtained by
removing any arbitrary row of L. According to Lemma 1 given
in [16], the consensus problem for system (4) is equivalent
to the stability problem of the system expressed as (5). We
use (5) to convert (4) to the following reduced-order system
ẋr(t) = (A[N−1] +A+ ∆A )xr(t) + (A+ ∆A ) er(t), (6)

where new variables are A[N−1] = IN−1⊗A, A= L̂[n]BKL,
∆A = L̂[n]BK∆[n]

L (t)L, and er(t) = L̂[n]e(t), with L=L[n]L̂
†
[n].

It also follows from (6) that er(t) = L̂[n]Λx̂−xr(t). Without
losing generality and for the sake of brevity in notation,
we remove row N from L, to derive L̂. Unlike our previous
work [16] where only an asymptotic convergence is guar-
anteed, in this work we extend the approach to ensure an
exponential rate of convergence for (6).
Definition 2. Given damping coefficient ζ > 0, system (6) is
ζ-exponentially stable if there exists a positive scalar c such
that ‖xr(t) ‖≤ ce−ζt‖xr(0) ‖, t ≥ 0 for any initial condi-
tions xr(0) [21].

The MAS (4) can reach ETC exponentially fast with the
least decay rate ζ if the condition given in Definition 2 is ful-
filled for (6). We proceed by introducing the event-triggering
mechanism and derive sufficient conditions to incorporate
the uncertain communication constraint in the design stage.
We define Xi(t) = l̄ [n]

(i,•)Λx̂(t), where l̄ [n]
(i,•) = l̄(i,•) ⊗ In with

l̄(i,•) denoting row i in perturbed Laplacian matrix L̄. Let
X(t) = [XT

1 (t), . . . ,XT
N(t) ]T . Given tiki , the next event for

agent i is triggered locally from the following condition
tiki+1 = inf { t > tiki : Ti ≥ 0}, (7)

where Ti = ‖ei(t)‖−φ ‖Xi(t)‖. Scalar φ> 0 is the state trans-
mission threshold (STT) to be designed. In a collective man-
ner, the following inequality is derived from (7)

e[Nr] ≤ φX[Nr], (8)
with new terms defined as e[Nr] = [ ‖e1(t)‖, . . . , ‖eN(t)‖ ]T
and X[Nr]= [ ‖X1(t)‖, . . . , ‖XN(t)‖ ]T . In order to incorporate
the design of φ with Ki’s, the event-triggering condition (8)
needs to be expressed in terms of xr(t) and er(t). In [16], we
use two lemmas to convert (8) to an equivalent constraint
expressed by xr(t) and er(t) (inequality (10) in [16]). How-
ever, that condition is not applicable for uncertain networks.
Considering an uncertain network, the following lemma is
given to convert (8) to one equivalent constraint to be used
in the design stage. For the sake of readability, we remove
time index t from all time-varying vectors.
Lemma 1. If a certain value φ satisfies the condition
(er + ∆L̂er)T (er + ∆L̂er)≤ (xr + er)TM̄T

[n]φ
2M̄[n](xr + er) (9)

for t> 0, the same value φ is applicable to be used by the
event-triggering conditions (8) to determine local events. Un-
defined parameters in (9) are given below
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∆L̂ = { δL̂ij }= { δLij +αjδLiN }, (1≤ i, j≤N−1),
M̄[n] = (M + ∆M)⊗ In,
M = {mij }= { lij +αj liN }, (1≤ i, j≤N−1),
α= [α1 , . . . , αN−1 ] = l(N,•)L̂

†, and
∆M = 2∆L̂ + l̂(•,N)l(N,•)L̂

†∆L̂.

We define the upper norm bounds for above uncertain
matrices as ‖∆L̂‖ ≤ ηL̂ and ‖∆M‖ ≤ ηM . The proof of
Lemma 1 is omitted to save on space. Inequality (9) is the suf-
ficient event-triggering constraint to guarantee stability in the
design stage (to be presented later). The following theorem
computes the optimal values for control gains Ki (1≤i≤N)
and the STT φ with respect to the objective function used in
the optimization problem.

Theorem 1. Given scalar ζ, the optimal STT φ and control
gain Ki’s are computed from

φ =
√
τ1−1µ−1, and Ki = B†iP

−1Θi, (1≤ i≤N) (10)
which are conditioned on the existence of matrices Θi ∈Rn×n
(1≤ i≤N), symmetric positive definite matrix P∈Rn×n, and
positive scalars τj (1≤ j≤ 4), µ, ε, ωτ1 , ωµ, ωP, ωθi (1≤ i≤N),
satisfying the following convex minimization problem

min
Θi,µ,ε,τj ,P,ωτ1 ,ωµ,ωP,ωθi

f =ωτ1 +ωµ + Tr(ωP) + Tr(ωθ) (11)

subject to Π =
[

Π1 Π2
∗ Π3

]
< 0,

[
ωPI I
∗ P

]
> 0,[

−ωθ ΘT

∗ −I

]
< 0,

[
−ωτ1 τ1
∗ −1

]
< 0,

[
−ωµ µ
∗ −1

]
< 0,

where

Π1=
[
π11 ΞL + εη2

M I
∗ π22

]
,Π2=

[
0 Ξ Ξ MT

[n] 0
−τ2I 0 0 MT

[n] 0

]
,

Π3 = diag (−(τ1 + τ2)I,−τ3I,−τ4I,−µI,−εI) + I TI,

π11 = AT[N−1]P+PA[N−1] +ΞL+LTΞT+2ζP+τ3η2
LLTL+ εη2

M I,

π22 = τ4η
2
LLTL− τ1I + εη2

M I + τ2ηL̂
2I, M[n] =M ⊗ In,

Ξ = (L̂⊗ 1n1
T
n ) ◦ (1N−1 ⊗ [ Θ1 , . . . , ΘN ] ),

Θ = diag ( Θ1 , . . . , ΘN), ωθ = diag(ωθ1In, . . . , ωθN In),

I =
[

0 0 0 0 I
0 0 0 I 0

]
, ωP =ωPIn, P = IN−1 ⊗ P. (12)

Using parameters (10), consensus is reached at the given
ζ−exponential convergence rate, i.e., ‖xr(t)‖<c e−ζt‖xr(0)‖
with c=

√
λmax(P)λ−1

min(P). Decision variables ωτ1 , ωµ, ωP,
and ωθi bound design parameters φ and Ki defined in (10)
leading to the following inequalities for the minimized objec-
tive function f

φ≥ (ωτ1ωµ)
−1
4 , KT

i Ki≤ωθiω
2
PB
†
iB
†
i

T (1≤ i≤N). (13)

Proof. To derive exponential stability conditions for (6), we
consider the following inequality

V̇ (t) + 2ζV (t) < 0, (14)
where V (t) =xT

r (t)Pxr(t) is the Lyapunov candidate. The
condition defined in (14) is equivalent to V (t)<V (0)e−2ζt.
Considering V (t), one can obtain the sequence of inequalities
λmin(P)‖xr(t)‖2≤ V (t) < V (0)e−2ζt ≤ λmax(P)e−2ζt‖xr(0)‖2,
which leads to ‖xr(t)‖< ce−ζt‖xr(0)‖, with c defined in

Algorithm 1 : The ER-ETC algorithm
Input: Adjacency Matrix A= {aij}, Agents’ dynamics (1),

decay rate ζ, Laplacian uncertainty upper bound ηL .
Output: Robust Distributed Event-triggered Consensus

with Exponential Convergence Rate.

Preliminaries: Determine L from A. Remove N th row
of L in order to obtain L̂. From Lemma 1, determine
matrix M , and upper bounds ηL̂ and ηM .

Off-line Parameter Design (D1–D2)
D1. Solving the minimization LMIs: Using a convex opti-

mization solver, solve (11) for given value ζ.
D2. Feasibility Verification: If a solution exists for (11), com-

pute optimal φ, and Ki’s from (10). Otherwise, decrease
parameter ζ and repeat step D1.

Consensus steps: (C1-C2)
C1. Initialization: Initialize the process by allowing all agents

to transmit their initial states xi(0) to their neighbours.
C2. Consensus Iterations: With computed Ki from D1,

agent i in (1) is excited by (2). The event-triggering
function (7) with the computed φ from D1, determines
whether or not to transmit xi(t) at a consensus iteration.

Theorem 1. Therefore,(14) is the sufficient condition to en-
sure the ζ-exponential stability for a given ζ. Let σ1 =
∆L̂er, σ2 = ∆LLxr, and σ3 = ∆LLer. We define Ω =
[xTr , eTr ,σT1 ,σT2 ,σT3 ]T and expand (14) with respect to (6)

ΩT

[
π̂11 PA 0 PL̂[n]BK PL̂[n]BK
∗ 0 0 0 0
∗ ∗ 0 0 0
∗ ∗ ∗ 0 0
∗ ∗ ∗ ∗ 0

]
Ω< 0, (15)

with π̂11 = (A[N−1]+A)TP+P (A[N−1]+A)+2ζP . The following
conditions hold for σ1, σ2, and σ3 according to Assumption 1

σT1 σ1 = eTr ∆2
L̂er ≤ η2

L̂ e
T
r er (16)

σT2 σ2 =xTr LT∆2
LLxr ≤ η2

Lx
T
r LTLxr, (17)

and σT3 σ3 = eTr LT∆2
LLer ≤ η2

L e
T
r LTLer. (18)

The constraints derived in (9), (16), (17), and (18) need be
included in (15). Repeatedly using Lemma S - procedure [22],
the above-mentioned constraints along with new slack vari-
ables τ1 to τ4 appear in the following inequality

Π̄ =

 π̄11 π̄12 0 PL̂[n]BK PL̂[n]BK
∗ π̄22 −τ2I 0 0
∗ ∗ −(τ2+τ1)I 0 0
∗ ∗ ∗ −τ3I 0
∗ ∗ ∗ ∗ −τ4I

< 0, (19)

with π̄11 = π̂11 + τ3η
2
L
LTL + τ1φ

2M̄T
[n]M̄[n], π̄12 = PA +

τ1φ
2M̄T

[n]M̄[n], and π̄22 = −τ1I+τ4η
2
L
LTL+τ2η

2
L̂
I+τ1φ

2M̄T
[n]M̄[n].

Next, we apply Schur complement Lemma [22] to separate
the term τ1φ

2M̄T
[n]M̄[n]. Then, pre- and post-multiplying the

resulting matrix with Q= diag (I, I, I, I, I, τ−1
1 φ−1I) leads to

the following inequality
Π̃ + ∆T I + IT∆ < 0 (20)

where

Π̃ =


π̃11 PA 0 PL̂[n]BK PL̂[n]BK MT

[n]

∗ π̃22 −τ2I 0 0 MT
[n]

∗ ∗ −(τ2+τ1)I 0 0 0
∗ ∗ ∗ −τ3I 0 0
∗ ∗ ∗ ∗ −τ4I 0
∗ ∗ ∗ ∗ ∗ −τ−1

1 φ−2I

 ,
I=[ 0, 0, 0, 0, 0, I ], and ∆= [ ∆M,∆M, 0, 0, 0, 0 ], with
π̃11 = π̄11−τ1φ

2M̄T
[n]M̄[n], and π̃22 = π̄22−τ1φ

2M̄T
[n]M̄[n]. Accord-
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Table 1: Consensus performance for varying ζ.

decay
rate ζ

Number of transmissions
per agent Consensus

time (sec)
Objective
function f1 2 3 4 5 6

0.2 262 295 333 318 369 321 10.57 401.19
0.3 133 154 175 180 164 142 4.81 406.84
0.4 68 58 95 194 50 68 3.51 411.27

ing to Lemma 1 given in [23], condition (20) is satisfied if
there exists a scalar ε> 0 such that

Π̃ + ε∆T∆ + ε−1IT I< 0. (21)
The non-zero entries in ∆T∆, i.e., ∆T

M∆M , satisfies ∆T
M∆M ≤

η2
M I. Therefore, the term εη2

M I is placed in corresponding
blocks in (21). Inequality (21) is not linear since the deci-
sion variables are multiplied by each other. To derive a linear
matrix constraint, we expand PA in what follows
PA= (L̂⊗ 1n1

T
n ) ◦ (1N−1 ⊗ [PB1K1 , . . . , PBNKN ])L.

Defining Θi =PBiKi (1≤ i≤N) as alternative variables, in-
equality (20) becomes linear with respect to Θi’s and the Ξ
given in (11) is obtained. The same procedure is used to de-
fine µ= τ−1

1 φ−2. The objective function in this problem would
maximize the STT (to minimize the number of transmissions)
and minimize the norm of control gains (to minimize control
effort). The change of variables used to derive Π makes such
an objective function nonlinear. Motivated by [24], parame-
ters Ki’s and φ are derived with respect to a modified objec-
tive function which minimizes the decision variables involved
in obtaining these parameters. In this regard, the inequalities
P−1 <ωPI, ωP> 0, ΘT

i Θi<ωθiI, ωθi > 0, τ12 <ωτ1 , ωτ1 > 0,
and µ2<ωµ, ωµ> 0 are considered for the minimized sum of
ωP, ωθi , ωτ1 , and ωµ for all (1≤i≤N). The Schur comple-
ment is used to convert above inequalities into LMI struc-
tures. Once the optimization problem (11) is solved, τ1, P,
Θi, and µ are obtained. Consensus variables can be derived
reversely and that completes the proof.

The proposed Exponential Robust ETC algorithm, de-
noted by ER-ETC, is summarized in Algorithm 1.

4. NUMERICAL SIMULATIONS
Consider a network of six second-order heterogeneous agents
with the following dynamics [25]

ṙi(t) = vi(t),
miv̇i(t) =ui(t), (1 ≤ i ≤ 6), (22)

where ri(t)∈R, and vi(t)∈R, respectively, denotes the posi-
tion and velocity for agent i. We consider mi = 1, (1≤ i≤ 6),
as in [25]. The state space representation for (22) with re-
spect to (1) is given by xi(t) = [ ri(t), vi(t) ]T , A= [ 0, 1; 0, 0 ],
Bi = [0, 1]T , (1≤ i≤ 6). The directed network configuration
for to MAS (22) is described by the asymmetric Laplacian
matrix L in (23). We assume that the connection link be-
tween {agent 1 and agent 4}, and {agent 6 and agent 3} are
weak. These two links fail in every odd consensus iterations,
i.e., a14 = 0, a63 = 0. The perturbed Laplacian L̄ is given be-
low.

L=

 2.5 0 0 −0.5 −1 −1
0 2 0 0 −1 −1
0 −1 3 −1 0 −1
0 −1 0 2 0 −1
−1 −1 0 −1 3 0
−1 −1 −0.5 0 0 2.5

←→ L̄=

 2 0 0 0 −1 −1
0 2 0 0 −1 −1
0 −1 3 −1 0 −1
0 −1 0 2 0 −1
−1 −1 0 −1 3 0
−1 −1 0 0 0 2

 (23)

From (3), we obtain ∆L(t) = (L̄ − L)L†. In this experiment
‖∆L(t)‖= ηL = 0.355. Moreover, from Lemma 1 one can ob-
tain ηL̂ = 0.295 and ηM = 0.681. To solve the consensus prob-
lem using Theorem 1, we initialize the LMI optimization with
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Fig. 1: Trajectories of the MAS (22)

ζ = 0.3. Using the YALMIP parser and SDPT3 solver [26],
we solve (11) with the aforementioned values. The control
gains are derived from (10) as follows. K1 = −[ 1.63, 0.98 ],
K2 = −[ 1.83, 1.10 ], K3 = −[ 1.99, 1.19 ], K4 = −[ 1.95, 1.17 ],
K5 = −[ 2.36, 1.41 ], and K6 = −[ 1.81, 1.08 ]. The STT is
computed as φ= 0.0223. In order to observe the state trajec-
tories of the MAS (22) with the designed parameters, we pick
initial values for xi(0) = [ i+ 3, i−3 ]T , (1≤ i≤ 6). Computed
with discretization intervals Ts = 0.01sec, the state trajecto-
ries of the six agents are shown in Fig. 1(a). The triggering
moments for each agent is shown in Fig. 1(b). Fig. 1(c) is in-
cluded to verify that the obtained parameters, i.e.,Ki’s and φ,
are capable of ensuring ζ-exponential convergence among the
agents for ζ = 0.3. In Fig. 1(d), we investigate the conser-
vation imposed by Lemmas 1 which is used to convert lo-
cal event-triggering conditions (8) to inequality (9). Accord-
ing to Fig. 1(d), the cumulative measurement errors (the left
hand side of (9)) is closely upper-bounded by the right hand
side of (9). It takes 481 consensus iterations to reach consen-
sus in this experiment with a termination level of 0.01, i.e.,
‖xr(t)‖≤ 0.01‖xr(0)‖. The six agents, respectively, transmit
their states on 133, 154, 175, 180, 164, and 142 occasions
during the process.

Next, we study the effect of ζ on the consensus perfor-
mance. To this end, we vary ζ and solve (11) while the re-
maining values of the system remain the same. The results
are summarized in Table 1. According to Table 1, as ζ is in-
creased, the consensus time constantly gets reduced. Faster
convergence rate is achieved with a higher minimized objec-
tive function f , which implies deriving larger control gains
and/or a smaller STT. Therefore, the consensus process is
accomplished with more control and communication cost.

5. CONCLUSION

This paper addresses the problem of event-triggered consen-
sus (ETC) in linear multi-agent systems (MAS) with uncer-
tain topologies. The closed-loop system is transformed to an
equivalent reduced order system. The Lyapunov stability the-
orem is then used to compute optimal consensus parameters
(control gains and a state transmission threshold (STT)),
which guarantee consensus with an exponential convergence
rate in non-ideal network connectivity. The effectiveness of
the proposed algorithm is studied through numerical simula-
tions for second-order MAS’s.
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