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ABSTRACT

Beamforming is a common technique used to improve speech
intelligibility and listening comfort of hearing aids users in
a noisy environment. Traditional beamforming algorithms
such as linearly constrained minimum variance (LCMV)
beamformer cannot effectively suppress multiple interfer-
ences when the degree of freedom (DoF) of the array is less
than the number of sources in the environment. In [1], a pe-
nalized inequality-constrained minimum variance (P-ICMV)
beamformer was proposed to address this challenge. In this
study, we evaluate the P-ICMV beamformer and compare its
performance with other beamformers including the LCMV
in a multiple-interference environment. In an objective eval-
uation, objective metrics related to speech intelligibility and
sound quality are used to compare the algorithm perfor-
mance. In a subjective evaluation, the speech intelligibility
of the beamformer processed stimuli are evaluated using
normal-hearing listeners. Both the objective and subjective
evaluation results show that the P-ICMV beamformer can
suppress the interferences more effectively than the existing
beamformers when the array DoF is limited.

Index Terms— Microphone array signal processing,
acoustic beamforming, binaural signal processing, speech
intelligibility

1. INTRODUCTION

Various research results have indicated that hearing-impaired
listeners require a better signal-to-noise ratio (SNR) than
normal-hearing listeners to understand speech in noise [2, 3].
Modern hearing aids equipped with microphone array lever-
aging beamforming techniques have been proven to effec-
tively improve the listening experience of the hearing aids
users [4, 5]. Traditional adaptive beamforming algorithms
such as linearly constrained minimum variance (LCMV)
beamformer are not robust against factors such as uncertainty
in the array response [6, 7, 8]. Such algorithms, when applied
on hearing aids, cannot effectively suppress multiple inter-
ferences in a complex listening environment due to the small
number of microphones in the array.

The traditional LCMV beamformer assumes perfect
knowledge of the relative transfer functions (RTFs) from
sources to microphones. The RTFs are used in linear equality
constraints for target protection and interference suppression.
In a hearing aids application, the real-time estimation of the
RTFs is difficult due to factors such as the wearer’s head
movement and the change of hearing aids placement on the
ear. Hence robust beamformer algorithms [9] are desired.
To handle the direction of arrival (DoA) estimation error, a
robust beamformer called inequality constrained minimum
variance (ICMV) beamformer was proposed in [10]. The
ICMV adopts the approach of relaxing equality constraints to
a number of inequalities for robust target protection.

In both LCMV and ICMV, the number of interferences
that can be handled by the beamformer is limited by the DoF
offered by the array. Such limitation restricts their applica-
tion in certain multiple-interference environments. In [1], a
penalized-ICMV (or P-ICMV) beamformer was proposed to
address this challenge. The P-ICMV beamformer imposes
inequality constraints with a maximum gain on each interfer-
ence. The maximum gain is penalized in the optimization
objective. This makes the formulation feasible even when the
number of constraints is larger than the array DoF, and thus
allows the beamformer to handle any number of interferences.

In this study, we evaluate the P-ICMV beamformer and
compare its performance with the LCMV and ICMV beam-
formers in a multiple-interference environment. We compare
the signal to noise ratio improvement and target distortion
of these three beamformers under a couple of setups. The
hearing-aid speech perception index (HASPI) and Hearing
Aid Speech Quality Index (HASQI) [11, 12] are used to eval-
uate the speech intelligibility and sound quality of the beam-
former outputs objectively. In addition, a subjective Evalu-
ation is used to confirm the speech intelligibility prediction
based on obtained HASPI scores.

The remainder of this paper is organized as follows. Sec-
tion 2 summarizes the LCMV, ICMV and P-ICMV beam-
formers. Section 3 presents the objective and subjective eval-
uation results. Section 4 gives the conclusion of the paper.
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2. THE P-ICMV BEAMFORMER

Let us consider the beamforming problem on a pair of bin-
aural hearing aids with M microphones on each side. We
assume that the environment has one target source and K in-
terfering sources. The received signals at the microphones in
the time-frequency domain can be expressed as

y(l, f) = x(l, f) + v(l, f) + n(l, f)

where

x(l, f) = hs(f)s(l, f); v(l, f) =

K∑
k=1

hk(f)ik(l, f).

In the above equations, (l, f) are the time and frequency in-
dices; h are the ATFs; s and i are the target and interference
signals respectively; and n is the background noise. To sim-
plify the notation, the indices l and f are omitted in the rest
of the paper.
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Fig. 1. The schematic of the considered system.

The hearing aids apply a beamformer w to the received
signal y and linearly combine the filtered signals to produce
the output signal, z, as (see Fig. 1)

z = wHy = wHx︸ ︷︷ ︸
desired speech

+ wHv︸ ︷︷ ︸
interferences

+ wHn︸ ︷︷ ︸
noise

.

A beamformer is designed to balance among noise reduction,
interference suppression, and target protection. With different
designs, various beamformers have been proposed. With the
a priori knowledge of RTFs (with respect to the ref. mic): h̄θ,
the LCMV beamformer minimizes the noise residual subject
to equality constraints of suppressing the interferences and
protecting the target:

min
w

wHRnw (1a)

s.t. h̄Hs w = 1 (1b)

h̄Hk w = 0, k = 1, . . . ,K (1c)

where Rn , E[nnH ] is the noise correlation matrix.

To improve the robustness of the LCMV beamformer
against the RTF estimation errors, a robust version of the
LCMV was proposed by changing the equality constraints
to inequality constraints [10], which results in the so-called
ICMV beamformer:

min
w

wHRnw (2a)

s.t. |h̄Hθ w − 1|2 ≤ c2θ, ∀θ ∈ Θ (2b)

|h̄Hφ w|2 ≤ c2φ, ∀φ ∈ Φk, k = 1, . . . ,K. (2c)

The discrete angle set Θ is pre-specified as a desired angle
aperture around the target to handle the DoA errors, e.g., Θ =
{η−10◦, η, η+10◦}, where η is the estimated DoA. The con-
stant cθ provides a user selected tolerable speech distortion
threshold at θ ∈ Θ. The notations h̄θ and h̄φ denote the RTFs
at angle θ and φ respectively. The parameter c2φ specifies an
upper bound on the interference suppression. Similarly, to
improve the robustness of interference suppression, multiple
constraints for angles within a set Φk around the estimated
interference DoA can be enforced.

One limitation of the LCMV and ICMV beamformers is
their ability of handling multiple interferences. When the
DoFs of the array are fewer than the number of sources in
the environment (i.e., 2M ≤ K), both beamformers be-
come infeasible. Thus, in such a case, only part of interfer-
ence sources can be effectively suppressed. The P-ICMV
beamformer proposed in [1] extends the ICMV into a pe-
nalized version. Compared to ICMV, P-ICMV has an extra
optimization variable ε which makes the upper bound on
|h̄Hφ w|2 part of the optimization problem (instead of being
pre-determined):

min
w,ε

wHRnw + µmax
k
{γkεk} (3a)

s.t. |h̄Hθ w − 1|2 ≤ c2θ, ∀θ ∈ Θ (3b)

|h̄Hφ w|2 ≤ εkc2φ, ∀φ ∈ Φk, k = 1, . . . ,K. (3c)

We can see that the number of constraints for interference
suppression is no longer limited by the DoF. Thus P-ICMV
is able to produce a feasible solution for arbitrary number of
interferences so long as 2M ≥ |Θ|. An additional parameter
µ is introduced in the objective function to provide a tradeoff
between the noise reduction and interference suppression.

The optimization problem of the ICMV and P-ICMV
beamformers is a second-order cone programming. Efficient
optimization algorithm based on the alternating direction
method of multipliers method has been derived and success-
fully applied to solve the problem in [10, 1] respectively.

3. EVALUATION

In this section, we present the objective and subjective evalu-
ation results of the three beamformers.
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3.1. Acoustic Conditions

A simulated room of size 12.7m×10m with height 3.6m is
used for the evaluation (Fig. 2). The room reverberation time
is chosen to be 0.6 second. The hearing aids wearer is located
at the center of the room. The target and interference sources
are represented by speakers 1.0m away from the listener. The
background babble noise is simulated using 24 speakers at
different locations illustrated in the figure. All speakers and
hearings aids microphones are in the same horizontal plane
at a height of 1.2m. The room impulse responses (RIRs) is
generated by the so-called image method [13].
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Fig. 2. Simulated acoustic environment.
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Fig. 3. Target and interference locations

There are two acoustic setups used in the evaluation. In
both setups, the target is at 0◦. The background noise is set
to a level so that the SNR at the left reference microphone
is 10dB. The numbers of interferences and microphones are
different in these two setups. In setup 1, each hearing aid has
1 microphone. There are 2 interferences located at ±90◦ re-
spectively (see left plot in Fig. 3). The two interferences have
the same level and are chosen at 3dB lower than the target
speech, so the resulted SIR is 0dB. In setup 2, each hear-
ing aid has 2 microphones with 7.5mm spacing. The front
microphone is set as the reference mic. There are 4 interfer-
ences located at ±70◦ and ±150◦ respectively (see right plot

in Fig. 3). The two front interferences are set to be 1dB higher
than the target speech and the two rear interferences are set to
be 4dB lower than the target speech. The resulted SIR is about
−5dB.

In both setups, the number of microphones in the array is
fewer than the total number of target and interference sources
in the environment. Our goal is to evaluate how the P-ICMV
handles the extra source in such conditions. In the simula-
tions, we assume that the DoA of each source is known. The
microphone signals are generated using the reverberant ATF.
In addition, the anechoic ATF corresponding to the given
source DoA is used in the beamformer calculation.

3.2. Objective Evaluation

The intelligibility-weighted SINR improvement (IW-SINRI)
and IW-spectral distortion (IW-SD) have been calculated and
compared in [1]. For the completeness of the paper we list the
IW-SINRI and IW-SD scores of these two setups in Table 1.
Due to the insufficient number of microphones, the LCMV
and ICMV have to ignore one interference in each setup. In
setup 1, the two interferences have equal levels and the one at
90◦ is ignored. In setup 2, the weaker interference at −70◦ is
ignored.

Table 1. IW-SINRI and IW-SD[dB]

LCMV ICMV P-ICMV
Setup 1 2 1 2 1 2

IW-SINRI 0.62 2.31 0.65 2.48 3.38 9.22
IW-SD 0.42 2.05 0.51 2.06 0.50 1.27
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Fig. 4. The objective perceptual scores of setup 1 (left) and
setup 2 (right).

Objective perception metrics HASPI and HASQI [11, 12]
have been proposed to measure speech intelligibility and
sound quality respectively for both normal-hearing and
hearing-impaired listeners. These metrics have been shown
to be closely correlated with the subjective test results [14].
We thus use them to evaluate the speech intelligibility and
sound quality of the three beamformer outputs. The scores
are given in Fig. 4. Both scores have a range from 0 to 1.
The better speech intelligibility improvement of the P-ICMV
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beamformer over the other two beamformers is clearly shown
in the HASPI scores. The amount of HASPI improvement of
P-ICMV over LCMV and ICMV in setup 2 is greater than
that in setup 1. This is consistent with the IW-SINRI result
above. The HASQI scores indicate that the sound quality
among the three beamformer outputs is similar.

3.3. Subjective Evaluation

In this section, we describe a subjective test performed to ver-
ify the speech intelligibility predicted by the HASPI scores
in previous section1. In total 12 subjects (10 males and 2 fe-
males) participated in this study. All subjects have normal
hearing and normal cognitive functions. They were all em-
ployees of Starkey Hearing Techologies, Inc. and were not
paid for their participation in this study.
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Fig. 5. Subjective evaluation scores (setup 1).

The stimuli were created as follows. The target speech
is from the Connected Speech Test (CST) speech corpus [15]
and interferences are from the International Speech Test Sig-
nal (ISTS) [16]. The background babble noise was simulated
using the 24 speaker locations described in Fig. 2. All three
beamformer outputs under the two setups described in previ-
ous section are evaluated.

For each subject, 12 passages from the CST speech cor-
pus were used as target speech (2 passages per beamformer
per setup). Besides the 12 testing paragraphs, each subject
had 2 additional passages for practice to get acquainted with
the test. Each passage has 10 sentences and 25 key words

1Due to the lack of time, the speech quality subjective evaluation is
planned as part of the future research.

used to score the intelligibility. Each passage is about a spe-
cific topic (such as “lawn” or “cactus”) that was known to the
subject during the test. The stimuli were played at 7dBSPL
through a Beyer Dynamic DT770 Pro headphones in a sound
treated room. Subjects were asked to repeat the sentence
heard, which was then compared to the scripts with key words
scored to obtain the intelligibility percentage.
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Fig. 6. Subjective evaluation scores (setup 2).

The top panels in Fig. 5 and 6 show the distribution of the
raw scores while the bottom panels show the mean and stan-
dard deviation. It can be seen that the relative speech intel-
ligibility improvement among the three beamformers is close
to what is predicted by the HASPI scores in previous sec-
tion, while the overall score from the subjective test is slightly
lower than the HASPI scores. Another observation is the large
variation among subjects (see the raw score distribution in the
top panels in Fig. 5 and 6). This variation can be explained by
the different noise tolerance by the subjects and also the over-
all effort each subject made to understand the target speech in
a very noisy environment.

4. CONCLUSION

In this paper, we evaluated the P-ICMV beamforming al-
gorithm by comparing its performance with the LCMV and
ICMV beamformers. The P-ICMV beamformer’s ability to
effectively suppress a larger number of interferences than
the number of microphones is demonstrated through both
objective and subjective evaluations. Results show that the P-
ICMV beamformer offers significantly improved interference
suppression and better speech intelligibility improvement
while maintaining similar sound quality in a setup where the
DoF is limited.
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