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ABSTRACT

This paper investigates the problem of the spectrally compat-
ible waveform design for multiple-in multiple-out (MIMO)
radar transmit beampattern formation, subject to peak-to-
average-power ratio (PAR) and waveform similarity con-
straints. Since the formulated optimization problem of mini-
mizing the Integrate Sidelobe Level (ISL) and the waveform
energy of the stop-band frequencies is NP-hard, an auxiliary
variable is first introduced to modify the non—convex problem
into a bi—quasiconvex problem, and then the approximated
alternating directions method of multipliers (A-~ADMM) al-
gorithm is proposed to tackle the resulting bi—quasiconvex
problem. Finally, numerical results are presented to evaluate
the effectiveness of the proposed algorithm.

Index Terms— MIMO radar, spectrally compatible
waveforms, transmit beampattern, PAR constraint, similarity
constraint, A—~ADMM.

1. INTRODUCTION

Unlike a conventional phased array radar transmitting single
waveform, a MIMO radar can transmit multiple waveforms
[1, 2]. Thanks to the waveform diversity, a MIMO radar
has various advantages such as improved flexibility of trans-
mit beampattern design [3]-[9], higher spatial resolution [10],
[11], and better target detection capability [12], etc. Here, this
paper focuses on the transmit beampattern design for a colo-
cated MIMO radar.

Currently, the waveform design for MIMO radar beam-
pattern formation has been received the great interest. The
main approaches to deal with this problem can be generally
classified into the two categories. The first one is synthesizing
the transmit waveform via the two-step method. For example,
in [3] the waveform covariance matrix is optimized to approx-
imate the desired transmit beampattern and minimize side-
lobe level using Semi-Definite Quadratic programming (SQP)
technique, and then the Cyclic Algorithm (CA) is presented
to deliver the waveform with a constant modulus or peak-to-
average-power ratio (PAR) constraint in [4]. The second one
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is designing the waveform through the one—step approach to
obtain the desired beampattern. For instance, in [8], the trans-
mit signal is obtained directly by solving the waveform ma-
trix. In addition, in [9], two objective functions are considered
to design the constant modulus waveforms directly based on
the ADMM algorithm for beampattern formation.

However, the all above mentioned methods investigate the
problem of the waveform design for transmit beampattern for-
mation considering only the requirement of transmitter (i.e.,
the constant modulus or PAR constraint). In fact, the de-
signed waveform is also required to share some good ambi-
guity properties of the reference waveform, therefore a simi-
larity constraint is desirable [13, 14]. Moreover, the spectral
coexistence condition is needed to satisfy the requirement for
both radar and telecommunication systems [15]-[17].

In this paper, the problem of transmit beampattern de-
sign for a colocated MIMO radar is considered. Unlike the
existing approaches for transmit beampattern design with
only constant modulus constraint (or PAR constraint), the
spectral compatibility, PAR and similarity constraints are
imposed on the transmit waveform. In order to deal with
the resulting problem with a non-convex quadratic equality
constraint and quadratic inequality constraints, an auxiliary
variable is introduced to modify the non—convex problem into
a bi—quasiconvex problem. Subsequently, the A—~ADMM al-
gorithm is proposed to solve the modified problem by taking
advantage of the block successive upper-bound minimization
method (BSUM) [18] and the ADMM algorithm [19]. Under
the proposed framework, we update the primal variables by
minimizing an approximated function of the augmented La-
grangian function. Finally, numerical simulations are carried
out to assess the waveform performance in terms of the beam-
pattern, spectral shape and pulse compression properties.

2. PROBLEM FORMULATION

Consider a colocated MIMO radar with M transmit an-
tennas. Each antenna emits a different waveform s, (1),
m = 1,--- ,M;l = 1,--- L with L being the num-
ber of discrete time samples of each pulse. Let s(l) =
[s1(1),s2(1) -+, sar(1)]T be the space transmit waveform in
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the [-th sample, where ()T denotes transpose operator, and
S =[s(1),s(2),--- ,s(L)] be the space-time transmit wave-
form matrix. The transmit beampattern in the spacial domain
0 can be expressed as [9]

P(0) = s"R(0)s (1)
where ()H denotes conjugate transpose operator, s = vec(S),
and R(#) is given by

R(0) = 1. @ at(f)ar(6) )

with ap(0) being the transmit steering vector.
Thus, the beampattern integrate sidelobe level (ISL) can
be written as

sHR(0)s
ISL — QEZ@,S ©) _ sHY,s 3)
Y sHR(f)s  sfY,s
06,

where O, and O,, represent the sidelobe region and main re-
gion, respectively. Y, and Y, are respectively defined as

T.= > R and Y,, = > R(0)

[ASCH 0€O,

In coexistent system of radar and communications, it is
supposed that each communication system is operating over
a frequency band Q;, = [fF, f¥] ,k = 1,--- | K, where f}
and f¥ denote the lower and upper normalized frequencies
for the k-th system. The transmitted waveform energy in the
k-th band can be computed as

k

u

Y (f)df
It
where Y (f) denotes the Energy Spectral Density (ESD) of
the sum code of multiple waveforms §, and the (m, n)th entry
of F* is given by [15]

= s F*s 4)

fqu - flk7 m=mn
F* (m,l) ={ ei2nfilm=—n) _ gj2nff(m—n)
j2m(m —n) ; m7n
®)
and S is
§=vec(1},S) = (I, ®1},) s (6)

Therefore, combining (6), (4) can be reexpressed as
k
Y (f)df =s"=ks (7
I
T\H 1k T
((IL ® 1M) F (IL ® 1M))‘
To proceed, in practice, the PAR constraint is considered
for the transmit waveform [20], as

where EF =

maxl|5m( 0)?

b3 om0

<n, nell,L] (®)

Specially, assuming the total transmit energy is 1 and the en-
ergy of each transmit antenna are the same, the PAR con-
straint in (8) can thus be rewritten as

sfls = 1; SHEs<mn—1,2, ML (9)

where E,, (4, j) is given by

.. [ 1 i=nandj=n
En(ZJ)_{ 0 otherwise. (10

More specially, when 17 = 1 the PAR constraint is reduced to
the constant modulus constraint.

In addition, a similarity constraint is enforced on the de-
signed waveform to share the good pulse compression prop-
erty of the reference waveform. The L, norm similarity con-
straint can be written as [21]

s —solle <€ (11)

where s( denotes a reference waveform and ¢ is a user-defined
parameter to control the level of the similarity.

With the optimization criterion of minimizing the beam-
pattern ISL and the waveform energy over bands Q; k =
1, , K, the problem of the transmit beampattern design un-
der the PAR and similarity constraints can be formulated as

H
T,
mln WCTS + ZWKSHEICS
H 2
st. (s—sp) (s—sp)<e (12)

sHE,s < —— n=1,.

ML
ML’ ’

where w, is the weight for the beampattern ISL and wy, is the
weight for kth waveform energy in the kth band.

It can be seen that the above optimization problem,
which involves a nonconvex objective function, a nonconvex
quadratic equality constraint, and nonhomogeneous quadratic
inequality constraints, is NP-hard [22]. Moreover, since the
objective function in (12) includes both a quadratic fractional
and quadratic functions, the Semi—Definite Relaxation (SDR)
technique based on Charnes-Cooper transformation can not
be thus exploited to solve it [13]. To this end, an iterative
algorithm is developed to tackle the problem in (12).

3. SOLUTION TO THE OPTIMIZATION PROBLEM

In this section, we shall present an iterative algorithm, which
is named A—ADMM, to tackle the problem in (12).

Before proceeding, we rewrite the problem in (12) in a
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real-valued form as

T
sy X grsp =k
mln wCT + wks =08

’ITLTST‘
st (s —sor)” (sr—sm) <é?, (13)
sTsr =1,

TE’srgi n=1,---

ML.
ML’ ’

where so,, S, Yor, Lonrs E’,‘: and E; are the real-valued
forms of sg, s, X5, Y, ZF and E,,, respectively.

The key of the proposed algorithm is to modify the prob-
lem in (13) by introducing an auxiliary primal variable h, as

K
. Sgrsrhr T =k
min we————"— + E wgs, =, h,

sy, h, S, Tmrhr —

st. s, —h,=0

sTh, = 1, (14
(Sr - SOT)T(hr - sO'r’) S 527
s'Eh, <% n=1,---,ML.

As a consequence, the non-convex objective function in (13)
has been converted to a bi-quasiconvex function and bi-linear
function with respect to each primal variable. Moreover, the
non-convex quadratic equality constraint in (13) is modifed
as a bi-affine equality, i.e., jointly affine in s,. and h,.. In addi-
tion, the quadratic inequality constraints have been converted
to linear inequality constraints. Therefore, the ADMM algo-
rithm can be exploited to solve the problem in (14) [19].

Under the ADMM framework, instead of always main-
taining equality constraints, the equality constraints are
placed in the augmented Lagrangian function of the prim-
itive function. More exactly, the augmented Lagrangian of
(14) is written as

L(sr,h,,u,v) = F(s,,h,) +s'Gh, +u’(s, — h,)
2
Gl el (s = 1)+ 25T, 1]
(15)
where F'(s,, h,) and G are, respectively, defined as
A S, Terh
F(sy, hy) £ wo—r " T, and G = Zwk

and u and v are dual variables, p1, p2 > 0 are penalty param-
eters which place a penalty on the violations of primal feasi-
bility. Hence, at the (k + 1)th iteration, the ADMM algorithm
consists of the following update procedures [19]:

k k ok k
sl = argsiré%l L(sy, hy,u” v") (16)
hF+1 *arghmellr)lh L(s"1 h,,u”, v¥) a7)

. o (Sk+1 _
VA= E gy (1T 1) (19)
where D, and Dy, are two sets, respectively, defined as
p sl s'Erh* <n/ML,n=1,2,--- ,ML.
° " (Sr - SOV‘)T(hIﬁ - SOr) S 527

{h) (st*V) Erh, <n/ML,n=1,2,--- ,ML. }

(SﬁJrl - SOT)T(h’I" - SOr) S 52
In the sequel, the solutions to the alternating minimization
problems from (16) and (17) are presented.

It is noted that the augmented Lagrangian function in
(15) consists of two parts, i.e., F(s,, h,.) and the remaining
quadratic function term. Unfortunately, F'(s,., h¥) is a quasi-
convex function with respect to s,. [22], and it is challenging
to directly solve the problems in (16) and (17). Neverthe-
less, the epi-graph of a quasi-convex function is convex [22],
and hence, the primal variable s, can be achieved through
minimizing the approximated function of F(s,, h¥) [18].
Consequently, the update formula for the primal variable s,
in A-ADMM replaces the exact minimization in (16) by the
minimization of the quadratic form

hy ) (18)

>

Dy

sit! =arg min F(sf, hf) + VI F(sk,hF) (s, —sF)

s,-€D;

h
+ 5 llse = 871?457 Ghy + u” (s, — hy)

26Tkt —
2

(20)
where 7 is a given positive constant. It is noticed that the
problem in (20) is a Quadratic Programming (QP) problem,
whose closed-form solution can be obtained by solving the
associated Karush-Kuhn-Tucker (KKT) conditions [22] or the
Active-Set Method (ASM) [23].

Due to the symmetry of h, and s,, h, can be updated
similarly to the update procedure of s,..

In each iteration, the update of s needs computing
Vs, F(s,,h¥) and solving KKT conditions. Their com-
putational complexity are O(M?L?) and O(M3L3) [24],
respectively. In summary, in each iteration, the multiplica-
tions of the proposed algorithm is O(M?3L3).

Ol — b+ v(sThE — 1) +

4. NUMERICAL RESULTS

Now, numerical simulations are provided to assess the perfor-
mance of the proposed algorithm. We assume that a colocated
narrow band MIMO radar with an uniform linear array (ULA)
comprising M = 8 transmit antennas, the inter-element spac-
ing is half-wavelength. In particular, we consider the orthogo-
nal frequency division multiplexing linear frequency modula-
tion (OFDM-LFM) signal as the reference waveform, whose
total bandwidth is Bw = 2 MHz with a sampling frequency
of f¢ = 2 MHz, the frequency interval Af = Bw/M, and
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Fig. 1. The values of objective function versus the iteration number
forn=1.1ande = 0.5,0.7,1.0, 2.0.

the pulse width T}, = 32 us, which results in L = 64 sam-
ples. The PAR value n = 1.1. We consider the following
normalized baseband equivalent radar stopbands, which are
(0,0.08),(0.3,0.39), (0.63,0.7), (0.9, 1), and one mainlobe
scenario with mainlobe region [—10°,10°] and sidelobe re-
gion [—90°, —10°] U [10°,90°] and a mesh grid size of 1°.
Furthermore, we set h? = s, u® = 0 and v® = 0. The
penalty parameters pi, p2 are set to p; = py = 10 and 7
in (20) is chosen to be 1. As to the weights in (12), we set
we=wr=1k=1,--- | K.

Fig. 1 depicts the values of objective function in (12) ver-

OFDM-LFM
Optimized waveform with £=0.5

o5l Optimized waveform with =0.7
Optimized waveform with e=1.0
Optimized waveform with e=2.0
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Fig. 2. The beampattern behaviors for one mainlobe case consider-
ingn=11ande =0.5,0.7,1.0,2.0
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Fig. 3. ESDs (dB) versus normalized frequency for n = 1.1 and

sus the iteration number for similarity level e = 0.5,0.7,1.0,1.5. - — 0.5 0.7,1.0, 2.0.

It is seen from Fig. 1 that the values of the objective function
can converge to the local best value, and the values decrease
with the similarity values €. This observation agrees with our
expectations. Interestingly, Fig. 1 also shows that the ¢ will
affect the convergence speed, and the larger the €, the slower
the algorithm converges.

Next, Fig. 2 displays the resulting beampatterns with dif-
ferent similarity values for one mainlobe case. The blue curve
shows the beampattern of the OFDM-LFM, and it is well
known that the beampattern of the OFDM-LFM is omnidi-
rectional due to the orthogonality. As expected, Fig. 2 also
shows that the higher the ¢, the higher the degree of freedom
of waveform at design stage. As a result, the lower the side-
lobe level will be achieved.

In addition, the ESDs of the designed waveforms versus
the normalized frequency are shown in Fig. 3, together with
that of the OFDM-LFM. The stop-bands are shaded in light
gray. As expected, the nulls of the ESD become deeper as the
similarity degree is lowered, which again is due to the more
degrees of freedom in the optimization problem.

Finally, the pulse compression property of each designed
waveform is compared with that of the reference OFDM-
LFM in Fig. 4. The computational procedure of pulse com-
pression can be found in [13]. The results, as expected, dis-
play that the sidelobe level increases with . This is consistent
with the results reported in [13].

7~
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Fig. 4. The pulse compression properties of the waveforms com-
pared with OFDM-LFM for n = 1.1 and € = 0.5, 0.7, 1.0, 2.0.

5. CONCLUSION

In this paper, the problem of the spectrally compatible wave-
form design for MIMO radar transmit beampattern under the
PAR and similarity constraints has been addressed. In order
to tackle the resultant problem, the A—~ADMM algorithm has
been devised to solve the modified problem. Results have
revealed that the proposed algorithm is able to realize a com-
promise between the spectral compatibility, the beampattern
behavior and the pulse compression property.
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