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ABSTRACT

Image captioning is challenging because it connects comput-
er vision and natural language processing. It requires not on-
ly sensing objects but also the interrelations and context in
an image to generate natural language descriptions. In this
paper, we propose to extract a novel visual feature weight-
ed by salient semantic attributes, which is fed to the encoder
of Long Short Term Memory (LSTM). Semantic attributes are
important to exploit more semantic-related information in im-
ages and describe the salient scenes to enhance the accuracy
of generating image captions. Based on the Multiple Instance
Learning (MIL) architecture on VGG-16 network, we design
transferring rules that map high probability attributes to the
feature vector in fc7 layer. It results in more semantic-related
visual features. Our model can recognize richer details of im-
ages effectively and achieve the state-of-the-art performance
on MSCOCO 2014 dataset under standard metrics.

Index Terms— Semantic attributes, Mapping, Caption-
ing, Feature

1. INTRODUCTION

Image captioning, generating natural language descriptions
for images automatically, is one of the major challenges in
image understanding. It requires detecting various objects in
a given image and expressesing their layout and interactions
correctly. There are two kinds of approaches in image cap-
tioning task: Bottom-up and top-down based ones. Inspired
by the successes of machine translation [1], the top-down
based approaches usually use an encoder-decoder (Convolu-
tional Neural Network and LSTM) architecture [2][3][4][5].
It encodes the entire image into a compact representation,
then translates the CNN feature into natural language de-
scriptions by a caption generation network. The bottom-up
based approaches [6][7][8] are consist of several separate
sub-tasks such as detecting objects or attributes, sorting words
and phrases, generating sentences using language model and
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ranking for top captions [6]. Besides the classic image fea-
ture representation [9], the main visual feature extraction
methods are based on deep networks at present. However,
the state-of-the-art architecture still suffers from the insuf-
ficiency of image representation. Though local regions of
an image contain amounts of information, most works on-
ly feed the holistic image feature to the caption generating
network at the initial step. Thus, how to enhance the image
representation is the key issue of generating image captions
effectively.

Semantic attributes contain a set of words which can be
detected by bottom-up detectors trained on labeled images.
As high-level semantic cues, attributes are useful for generat-
ing image captions. Some attempts [3][10][11] discussed this
task from different aspects, such as how to extract attributes
and then fuse them with existing framework for better per-
formances. Those works indicated that semantic information
enhanced the description accuracy indeed.

In this paper, we propose an image captioning model
which focuses on semantic salient regions of the given im-
age through an attribute transferring mechanism. It obtains a
weighted image feature, and then generates descriptions by
a decoder. Figure 1 illustrates this process with an example.
This network leverages the high-level semantic knowledge of
image to enhance the fine visual details that may important to
describe the whole image and scene context. The main con-
tributions of this paper are summarized as follows: (1) Design
a new weighting mechanism which transfers the predicted se-
mantic attributes to the visual feature of image in order to pay
more attention on semantic salient regions. (2) Re-weighting
the attributes by word frequency of retrieved similar captions
from training data, then obtain an attribute-based visual fea-
ture to replace the classic CNN feature for captioning, which
captures more semantic contextual information. Experiments
on image captioning dataset MSCOCO 2014 demonstrate that
our method utilizes semantic attributes very well and achieves
performance improvements over several popular methods on
metrics of BLEU, CIDEr and METEOR.

2. RELATED WORK

Image captioning methods proposed in recent years can be
divided into two main categories: Bottom-up and top-down
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Fig. 1. Overview of the attribute-based model.

methods. To further improve the description accuracy, some
external information such as attention, attributes was lever-
aged. Our model combines the encode-decode captioning
model with attributes.

The classic bottom-up approaches pose image captioning
as a retrieval and ranking problem [12][13]. A template-based
method [7] solved this problem by three sub-modules with-
out Recurrent Neural Networks (RNNs): attributes detection,
text descriptions generation by language model, sentences re-
ranking. Similarly, Lebret et al.[6] proposed a phrase based
network to achieve image captions. Aker et al.[14] extracted
dependency patterns from the instance corpora of particular
object types to automatically generate image descriptions.

Inspired by the substantial progress of machine transla-
tion [1], there are new top-down methods that use the encode-
decode technique for image captioning. Vinyals et al.[2] and
Karpathy et al.[15] used CNN features as the source language
then generated captions by multi-modal RNNs (or LSTM).
Mao et al.[16] proposed a multi-modal RNN (m-RNN) to pre-
dict the next word based on previously generated words and
the deep CNN embedded features of an image. Xu et al.[5]
proposed an attention mechanism that learned to fix gaze on
salient objects and generated corresponding words in the out-
put sequence. You et al.[4] proposed to extract semantic con-
cepts from an image and selectively computed the attention
on word candidates for captioning. Mun et al.[17] introduced
an attention model which utilized text attention from similar
captions to focus on related regions for details. Captioning is
quite challenging because the currently image representation
such as a 4096D vector extracted by CNN trained on Ima-
geNet may not rich enough to represent the whole image con-
text.

Attributes are more and more popular for enhancing the
performance of CNN-RNN framework, some successes prove
that this attempt is effective. The basic CNN-RNN approach
inputs the visual vector to language generator, inspired by
multi-label classification task, Wu et al.[3][10] demonstrated
that high-level semantic information further improved the per-
formance of image captioning. They used supervised learning
to predict a set of attributes which were represented as image
feature. Yao et al.[11] discussed the influence of semantic
attributes on image captioning. They designed five different
ways to combine semantic attributes and visual feature to en-
hance the LSTM model. The different input order of image

representation and high-level attributes resulted in different
results. They verified that input attributes into LSTM at each
time step achieved best results. Gan et al.[18] added attributes
probability to the weight matrix of LSTM in caption genera-
tion stage.

Unlike the commonly used ways of semantic attributes,
which either pool the final prediction probability as a vec-
tor after softmax and then fed it to LSTM [3], or input the
attributes to LSTM as additional weight information at each
generation time step [4][18]. In this paper, we explore a d-
ifferent application of semantic attributes. Inspired by Wu et
al.[3][10], we propose a novel transferring mechanism which
weights the basic CNN visual feature in fc7 with high-level
semantic attributes in the encode stage directly. Instead of ex-
tracting attributes from local regions then combining a proba-
bility vector [3], we predict attributes based on convolutional
layers directly, so this new image embedding not only con-
tains semantic information but also keeps more location infor-
mation. In order to obtain attributes more effectively, a weak-
ly supervised method MIL [19] is proper because it avoids the
process of proposals extraction.

3. THE PROPOSED METHOD

In this paper, we extend the CNN-LSTM caption model by
an attribute-based visual feature as Figure 2 shows. We pre-
dict high probability attributes of an image by MIL and trans-
fer the results to weight the basic image representation, then
translate the encoded attribute-based feature by LSTM model.

3.1. Transfer Attributes to Visual Feature

In this section, we detect attributes from an image and transfer
the predicted results to image representation encoded by CN-
N, which pays more attention on regions that play important
role in represent image context. Then, we use the new im-
age feature that conditioned on semantic attributes to replace
the classic CNN (such as GoogLeNet) feature to improve the
accuracy of image captioning.
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Fig. 2. The overview of extracting the attribute-based feature.
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Before training, we collect 1000 most common words
from the captions of training set to formulate an attribute
vocabulary which covers about 92% words in all sentences.
These 1000 words are the predefined categories of attribute
detectors. However, we do not have image bounding boxes
which correspond to words to train the attribute detectors.
Besides, it is difficult to define clear corresponding regions
in images for some words such as green, out or laying etc.
So supervised learning techniques are impracticable for this
task. Therefore, we follow the work of Lebret et al.[7] and use
noisy-OR version of MIL [19] to train our attribute detectors.

We resize the input image into 565*565 pixels, then feed
it into VGG-16 and replace the fully connected layers (fc6,
fc7, fc8) by convolutions after pool5 layer. The fc8conv layer
generates a spatial response map which corresponds to slide
the original CNN over the whole image. The penultimate con-
volution layer fc7conv represents not only the image feature
but also the location information of features in the input im-
age. The response map consists of possible objects in the j-th
regions of the i-th image. In order to predict final attributes,
we run MIL layer on the response map to calculate a single
probability pwi from the probabilities of all regions in the giv-
en image:

pwi = 1−
∏

j∈i
(1− pwij) (1)

We threshold a precision value to output the top N at-
tributes {Att1,Att2, ...,AttN} with higher probability rank-
ings. In order to make visual attributes more reasonable, we
also retrieve similar image captions [20] from the training
dataset as additional semantic information. The attributes,
which are frequently occur in the retrieved captions are cho-
sen. The probability vector after thresholding is denoted
as ρ which is used as the importance-parameter to weight
the image convolutional feature fc7conv. Consequently, the
attribute-based feature is defined as Eq.(2).

Iatt = ρ� fc7conv (2)

In Eq.(2) � represents dot multiplication. The final
weighted feature Iatt highlights regions with high seman-
tic probabilities, which emphasizes the semantic context in
representing the image. The feature Iatt is fed to LSTM for
caption generating.

3.2. Image Caption Generator

Recent successes in machine translation show that LSTM is
more efficient than traditional RNN to decode a dimension-
fixed feature into a target language. LSTM provides memory
cells controlled by gates which transfer knowledge selective-
ly at each time step according to previous results. There are
three gates which determine current state whether to read in-
put, output new value or forget current value.

The definition of gates and cell states are given as follows.
All bias items have been omitted:

it = σ(Wixxt +Wihht−1) (3)

ft = σ(Wfxxt +Wfhht−1) (4)

ot = σ(Woxxt +Wohht−1) (5)

ct = ft � ct−1 + it � tanh(Wcxxt +Wchht−1) (6)

ht = ot � ct (7)

pt+1 = Softmax(ht) (8)

In above, it, ft, ot are input gate, forget gate, and output gate,
respectively. � represents the product with a gate value, all
W matrices are training parameters, the current cell state is
fed to a softmax layer to produce a word probability distribu-
tion pt+1.

Inspired by above methods, we follow the caption gener-
ator of Vinyals et al.[2], we input the extracted representation
Iatt to LSTM [21] and generate natural language captions. In
detail, it generates one word at each time step and predict the
next word conditioned on previous predictions. The decoder
maximizing the probability of the correct description is for-
mulated by Eq.(9)

θ∗ = argmax
θ

∑
(I,S)

log p(S|Iatt; θ) (9)

Where S is the corresponding ground-truth sentence and
log p(S|Iatt) is the generation probability. It usually uses
chain rule to model the joint probability of previously gener-
ated words as Eq.(10).

log p(S|Iatt) =
∑N

t=0
log p(St|Iatt,S0 , ...,St−1) (10)

4. EXPERIMENTS

4.1. Experimental Setup

In order to validate the effectiveness of our semantic attribute-
based caption model, we perform experiments on Microsoft
COCO 2014 [22] dataset. This dataset contains 123,287 im-
ages in both training and validation sets. Each image has five
captions annotated by Amazon Mechanical Turk. For com-
parison, we follow Vinyals et al.[2] to split these 123,278 im-
ages into three parts: training set, validation set and testing
set. We reserve 10% of MSCOCO validation set (4000 im-
ages) randomly as the testing set.

In feature extracting part, the previous convolutional lay-
ers of VGG-16 network from conv1-1 to conv5-3 are held on,
we replace fc6, fc7, and fc8 by three fully convolutional lay-
ers, and follow a MIL layer for attribute prediction. We select
the attributes with probabilities higher than 70% to weight the
4096D vector of the fc7conv layer and output the attribute-
based feature. We feed the extracted CNN feature to LSTM
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model with a 512 dimensional state vector from GoogleNIC
network for caption generating. All these models trained on
NVIDIA Titan Xp GPUs.

For evaluation, we adopt metrics: BLEU [23], CIDEr
[24], and METEOR [25] as coco-caption [26]. BLEU is first-
ly used to measure the similarity between two sentences in
machine translation tasks, which is defined as the geometric
mean of n-gram (up to 4-gram) precision scores multiplied by
a brevity penalty for short sentences. CIDEr is a specialized
evaluation metric designed for image captioning. It measures
the consensus between candidate image descriptions and the
reference sentences. METEOR is defined as the harmonic
mean of precision and recall of unigram matches between
sentences.

Model B-1 B-2 B-3 B-4 M C
NeuralTalk2 0.63 0.45 0.32 0.23 0.20 0.66

LRCN 0.63 0.44 0.30 0.21 – –
GoogleNIC 0.67 0.45 0.30 0.20 0.24 0.86

m-RNN 0.67 0.49 0.35 0.25 – –
Soft-Att 0.71 0.49 0.34 0.24 0.24 –
G-LSTM 0.67 0.49 0.36 0.26 0.23 0.81
Hard-Att 0.72 0.50 0.36 0.25 0.23 –

Our Model 0.70 0.53 0.39 0.30 0.25 0.90

Table 1. Attribute-based image captioning results on MSCO-
CO 2014 test split compared with other state-of-the-art meth-
ods. The best results are in bold and (–) indicates unknown
scores.

 

   

GoogleNIC 
a couple of horses standing on top 

of a dirt field. 
a bathroom with a toilet and a sink . 

a man and a woman standing next 

to each other 

Attributes 
a, horse, on, field, brown, with, 
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Fig. 3. Example of placing a figure with experimental results.

4.2. Results and Analysis

Table 1 demonstrates the result comparison among our
method and some state-of-the-art methods on MSCOCO

2014 dataset, where Our Model means the performance of the
proposed attribute-based model. The comparing algorithm-
s include encode-decode based architectures: NeuralTalk2
[15], LRCN [27], GoogleNIC [2], and m-RNN [16], and
the attention based methods such as Guiding LSTM [28]
and Soft/Hard Attention [5]. The results demonstrate that
attention-based model usually outperforms the classic CN-
N/RNN architecture, such as NeuralTalk2 and GoogleNIC.
Our model achieves almost the best performance on most
metrics. It surpasses the baseline (GoogleNIC) by 4.5%,
17.8%, 30% for BLEU1, BLEU2, BLEU3. Especially for the
more meaningful metrics: BLEU4 and CIDEr, our method
improves at 50% and 4.7%, respectively. In order to find an
appropriate threshold value for attribute prediction, we test
various probabilities as the threshold. The threshold of 70%
achieves the best results. Soft/Hard Attention model per-
formances better than other models because of the attention
mechanism. The attention model achieves the best BLEU1
score, because the attention focus more on salient image
regions. However, our attribute model still has best results
under most metrics, which shows the superiority of our visual
attributes.

We show some captioning examples from the validation
set in Figure 3. For better illustration, we also list the high
probability attributes detected from testing images. We ob-
serve these words often obvious in images and help to de-
scribe the whole scene better. Compared with the baseline
GoogleNIC, the main difference between our method and the
baseline method is the CNN feature extractor. We replace the
2048D image feature obtained by GoogLeNet with our MIL-
based VGG-16 network and obtain a 4096D attribute weight-
ed image representation vector. Since the additional visual
semantic information provides accurate object priors and se-
mantic context, the captions of our attribute network always
have more fine details, such as the class of objects, the num-
ber of objects, the color and the relationship of them. The
results illustrate that semantic information brings much im-
provement on caption accuracy.

5. CONCLUSIONS

We propose a novel method for image captioning, which u-
tilizes attributes to pay more attention on the regions with
richer semantic information in a given image. We obtain a
new feature weighted by mapping parameter between detec-
tion results and penultimate convolution layer as the encod-
ed image information for generating sentences. Our model
aims at embedding image more reasonably by highlighting
the semantic details. The weighted semantic attribute feature
results in more accurate captioning. It outperforms several
state-of-the-art methods on MSCOCO 2014 dataset. In the
short future, we plan to explore the visual attention area to
bring more salient information.
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