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ABSTRACT
In the context of Cued Speech (CS) recognition, the recognition
of lips and hand movements is a key task. As we know, a good
temporal segmentation is necessary for the supervised recog-
nition system. However, lips and hand streams cannot share
the same temporal segmentation since they are not synchro-
nized. In this work, we propose a hand preceding model to
predict temporal segmentations of hand movements automati-
cally by exploring the relationship between hand preceding time
and the vowel positions in sentences. To evaluate the perfor-
mance of the proposed method, we apply the hand preceding
model to a multi-speakers database. Hand positions recognition
is realized with themulti-Gaussian and Long-Short TermMem-
ory (LSTM). The results show that using the predicted tempo-
ral segmentation significantly improves the recognition perfor-
mance compared with that using the audio based segmentation.
To the best of our knowledge, this is the first automatic method
to predict the temporal segmentation for hand movements only
from the audio based segmentation in CS.

Index Terms— Cued Speech, hand preceding model, tem-
poral segmentations of hand position movements, Hand posi-
tions recognition, LSTM.

1. INTRODUCTION

To overcome the problems of lip-reading [1] and to improve
the reading ability of deaf children, in 1967, Cornett [2] devel-
oped the Cued Speech (CS) system to complement the lip in-
formation and make all phonemes of a spoken language clearly
visible. As many sounds look identical on lips (e.g., /y/, /u/ and
/o/), those sounds can be distinguished using hand information
and thus make it possible for deaf people to understand a spo-
ken language using visual information alone.

For French CS which is named Langue française Parlée
Complétée (LPC) [3], hand positions are used to encode five
group of vowels (see Fig. 1), and place near the face. Com-
bining eight hand shapes which code consonants groups, the
sounds (phonemes) of traditional spoken languages become
visible. Note that other widely used systems such as gestural
sign language [4–6] are not efficient to improve reading per-
formance. Cued Speech is a visual representation of a spoken

language, and it was developed to help raising the literacy level
of deaf individuals.

Fig. 1. Manual cues of hand position in LPC. The figure is
derived from [7].

Hand and lips movements in CS are coherent and comple-
mentary to realize an efficient communication. Hand and lips
have their own movement rules (not well synchronized, i.e., the
hand is more related to the speech syllabic cycle and the lips
to phoneme production). The asynchrony problem of lips and
hand movement in CS is a challenging issue for the recognition
task. The temporal organization of hand movements has been
investigated in the literature [7, 8]. Attina et al. found that the
hand reaches its target roughly 200ms before the vowel being
visible at lips. Indeed, handmovements are very complicated in
CS coding process. Although there are some automatic meth-
ods to obtain the audio based segmentation [9–11] which can be
used for lips, no previous work explored an automatic method
to obtain a proper temporal segmentation of hand movements
in CS based on the corpus without using artificial marks. In the
prior work [12–14], hand positions were extracted by tracking
blue colors on the subject’s hand. Therefore, the temporal seg-
mentation of hand movement can be obtained based on Gaus-
sian modeling of the hand positions and a minimum of the ve-
locity. However, this method needs both position on the back
of the hand and the target finger position. To apply this method
to the database without artificial marks is not directly possible.

Long-Short TermMemory (LSTM) [15,16] have been suc-
cessful in many fields including audio speech recognition [17]
and visual speech recognition [17, 18]. It can exploit a self-
learnt amount of long-range temporal information. This ability
is helpful to improve noise robustness, e.g. in the case where
hand does not reach to its right position.

In this work, as shown in Fig. 2, the main contribution is
that we propose a hand preceding model to predict the tempo-
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ral segmentation of handmovements for CS by investigating the
relationship between hand preceding time and the vowel posi-
tion in sentences in a subset of the database. Note that the hand
movements mean the change of hand positions (no hand shape
movements in this work). To evaluate the proposed method,
we first use the simple multi-Gaussian classifier (without ex-
ploring any temporal information) for hand positions recogni-
tion based on the sub-database which is used to build the hand
preceding model. Then, applying the hand preceding model to
the whole database, we use LSTM to continuous hand positions
recognition. The predicted temporal segmentation is compared
with the audio based segmentation. The hand positions recogni-
tion result confirms the promising performance of the proposed
method. In the literature of CS, there was no other published
work related to hand positions recognition based on the corpus
without using any artificial marks.

Fig. 2. An overview of this work. The application of the pro-
posed hand precedingmodel to continuous hand position recog-
nition in CS.

2. DATA ACQUISITION

2.1. Cued Speech material

The database is collected from two female normal-hearing CS
speakers. The database of the first subject was recorded with-
out using any artificial marks in 2016, and the database of the
second subject was a previous corpus with artificial marks [14]
(but the marks are not used in this work). The video images of
the speaker’s upper body (720x576 RGB images, 50 fps) are
recorded in a sound-proof booth in Gipsa-lab, France. Speak-
ers are certified in transliteration speech into Cued Speech in
the French language. The first subject pronounces and codes a
set of 238 French sentences in CS derived from a corpus de-
scribed in [12, 19]. Each sentence is repeated twice by the
speaker resulting in a set of 476 sentences. The second cor-
pus is made of 44 short sentences which come from a large
database [14]. We take a subset of the whole database to build
the hand preceding model, which contains 182 sentences in-
cluding 88 short sentences and 50 long sentences for the first
subject (totally 1068 vowels) and 44 short sentences (196 vow-
els) for the second subject.

The phonetic transcription of each recorded sentence is ex-
tracted automatically using Liaphon [20]. The audio based tem-
poral segmentation of each vowel is extracted from a conven-
tional ASR system in HTK 3.4 [11]. Using forced alignment,
the acoustic signal synchronized with the video was automati-
cally labeled. Both of them are manually post-checked.

2.2. Hand position tracking

To evaluate the proposed model, the hand position feature is
needed to realized the hand position recognition on the whole
database. The automatic hand position tracking is a highly diffi-
cult task since the hand shape keeps changing and rotating when
the handmoves. In the prior CS study, hand position is captured
by tracking the artificial marks on the subject’s hand. This work
is the first time to propose an automatic hand position tracking
method in CS without using any artificial marks. It is based
on the Mixture GMM foreground extraction approach [21–23].
The mixture Gaussian model uses five Gaussian models to char-
acterize the individual pixel in the image. For a new image,
the mixture Gaussian model will be updated, and each pixel in
the current image is matched with the mixture Gaussian model.
If it is matched, this point will be regarded as the background
point. Otherwise, it will be classified as the foreground point.
The center gravity of the extracted foreground is taken as the
hand position.

However, the above automatic hand tracking method may
have some errors. In the following modeling section, we track
the hand position manually on the subset of the database to en-
sure the accuracy of the model.

3. HAND PRECEDING MODEL

The objective of this experiment is to study the relationship be-
tween the hand preceding time and the vowel position in sen-
tences. A hand preceding model is built to predict the temporal
segmentation of hand movements.

3.1. Hand preceding time

In this paper, we define the hand preceding time as the time
difference between the hand target instant and the acoustic tar-
get instant. Denote the middle instant of hand target by Ht

and the middle instant of the audio based segmentation by At

(Fig. 3). The hand preceding time ∆t (in ms) is expressed as
∆t = At −Ht for each vowel.

In order to calculate the hand preceding time, an accurate
hand target instant (Ht) is needed. Since no artificial marks
can be used in our database, we detect Ht manually on the
sub-database in order to study the hand preceding time accu-
rately. To make the manual determination easier, we use the
integrated speed rate of hand movements to help us to localize
the hand target instant. The integrated speed rate is calculated
as v =

√
v2x + v2y , where vx and vy is the speed rates in x
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and y direction. The minimum value of the curve means that
hand is reaching its target instant. With the help of the above
integrated speed rate, a semi-manual temporal segmentation of
vowels for each sentence is accomplished by using the movie
editor Magix [24].

Fig. 3. The illustration of hand preceding time ∆t, hand posi-
tion instantHt and audio signal instant At.

3.2. Hand preceding model

The hand preceding time as function of vowel position of 138
sentences for the first subject is plotted in Fig. 4(a). It shows
the relationship between hand preceding time (∆t) and the in-
stant of the vowel in each sentence. We align all sentences from
their end, which is considered as the instant 0. We can see that
∆t remains stable from the beginning of the sentences and then
decreases until the ending of the sentence. The hand preceding
model which is a uniform distribution from the beginning to
the instant of a turning-point, and follows a linear relationship
from this turning-point to the end of the sentence. The uniform
distribution (a horizontal line) takes the mean value (0.139) of
the data before the instant of the turning-point, and after this in-
stant, a linear regression line (with slope -0.213, and correlation
coefficient -0.68) is built. This turning-point is the intersection
of two lines. We can see that this model fits not only for the
short sentences but also for the long sentences.

One the other hand, as shown in Fig. 4(b), we plot the hand
preceding time as function of vowel position of the 88 and 44
short sentences of two subjects, respectively. The same model
as Fig. 4(a) is plotted by the black curve. In fact, the linear re-
gression coefficient (with slope -0.228) for the second subject
is similar to that for the first subject. Fig. 5 illustrates the ap-
plication of the hand preceding model for predicting the hand
movement temporal segmentation from audio based segmenta-
tion.

4. EVALUATION OF THE HAND PRECEDING
MODEL

To evaluate the performance of the hand precedingmodel, hand
positions recognition of CS is first carried out based on the sub-

Fig. 4. The top one is (a), and the bottom is (b). The X-axis
is the vowel instant in a sentence. Y-axis: the preceding time
∆t. In (a), the red circles shows the distribution of the long
sentences, and the blue start the short sentences. The black
curve shows the hand preceding model. In (b), the blue stars
show the distribution of short sentences for the first subject and
the magenta stars the second subject.

database and then on the whole database. The main difference
between these two databases is that we have the ground truth
hand position and hand segmentation for the sub-database, but
not for the whole database.

In this work, 80% and 20% of the database (randomly
chosen) are used for training and testing (no overlap between
them), respectively. Ten repetitions with different training and
testing sets are used to refine the recognition results. The stan-
dard deviations are small (± 0.3) for all results, which do not
take into account the CS coding errors. Note that the duration
of the ground truth segments is the stable interval around the
target instant, and duration of the predicted segments is the
same as that of the audio based segmentation.

4.1. Hand positions recognition in CS based on the sub-
database

A simple multi-Gaussian model is first used as a recognizer on
this sub-database since the aim is just to evaluate the perfor-
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Table 1. Five hand positions recognition using multi-Gaussian
classifier based on audio based segmentation, the predicted seg-
mentation and the ground truth segmentation.

auto hand pos manual hand pos
audio based segmentation 45.41% 59.63%
the predicted segmentation 54.40% 71.33%

the ground truth segmentation 62.26% 86.57%

mance of the predicted segmentation.
In Table 1, we compare the hand positions recognition

using the predicted segmentation with that using audio based
segmentation and the ground truth segmentation, respectively.
Based on the ground truth hand position, upper limit 86.57%
using the ground truth segmentation is obtained. A significant
improvement is achieved using the predicted segmentation
(71.33%) compared with that using the audio based segmen-
tation (59.63%). It shows the efficiency of hand temporal
segmentation using the hand preceding model.

On the other hand, we can see that the recognition score
using the automatic tracked hand position is less than using the
ground truth hand position. When using the predicted segmen-
tation, 54.40% is obtained using the automatic tracked hand po-
sition, which is much lower than 71.33% that using the ground
truth hand position. It is due to the error of the automatic hand
tracker. In the case of using the the automatic tracked hand
position, the best performance 62.26% with the ground truth
temporal segmentation can be regarded as a reference for hand
positions recognition.

4.2. Hand positions recognition in CS based on LSTM for
the whole database

To further evaluate the performance of the proposed hand pre-
ceding model, we apply the hand preceding model to the whole
database (476 sentences, about 6000 vowels) of the first sub-
ject (Fig. 6). LSTM is used for the continuous hand positions
recognition based on the automatic tracked hand position.

Fig. 5. The predicted ∆t is shown for the sentence ”Ma
chemise est roussie”. (a) is the audio signal. (b) is the audio
based segmentation, while (c) is the segmentation predicted by
hand preceding model, the orange interval corresponds to the
∆t.

In LSTM, two hidden layers of 500 cells, 200 epoch are
used. It is trained by backpropagation through time (BPTT)
with the cross-entropy cost function. Softmax layer is used to
compute the class probability. The final accuracy of LSTM is
calculated using max-voting (after softmax layer) which counts
the most frequent label as the final label in the corresponding
segment. LSTM is implemented using the Keras toolkit [25]
based on the GPU-accelerated library.

Fig. 6. Hand positions recognition using the multi-Gaussian
and LSTM based on the audio based segmentation and the pre-
dicted segmentation.

In Fig. 6, the hand positions recognition results confirm the
advantages of the the predicted segmentation for both multi-
Gaussian and LSTM. Moreover, LSTM obtains higher accu-
racy than multi-Gaussian since it captures the temporal infor-
mation of hand movements. More importantly, using LSTM
and the predicted temporal segmentation, the accuracy 61.91%
almost reached the upper limit 62.26% (mentioned in section
5.1), which uses the ground truth temporal segmentation. The
continuous hand positions recognition score can be further im-
proved when more data is applied in LSTM with an accurate
hand position.

5. CONCLUSIONS

In this work, we propose a novel hand preceding model to pre-
dict the temporal segmentation of hand movements only from
the audio based segmentation in CS for the first time. The re-
lationship between hand preceding time and the vowel position
in sentences is explored. The evaluation confirms the superior
performance of the proposed method. In fact, applying the pre-
dicted segmentation to hand positions recognition on the sub-
database and the whole database, it significantly outperforms
that using the audio based segmentation. Our future work will
apply the hand preceding model to hand shape recognition and
multi-modal CS recognition.
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