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ABSTRACT

This paper proposes an image recognition method based on separa-
ble lattice hidden Markov models (SLHMMs) using a deep neural
network (DNN) for output probability distributions. The geomet-
ric variations of the object to be recognized, e.g., size and location,
are essential in image recognition. SLHMMs, which have been pro-
posed to reduce the effect of geometric variations, can perform elas-
tic matching both horizontally and vertically. Gaussian distributions
are typical for modeling the output distribution of SLHMMs. How-
ever, these distributions may not be sufficient to represent patterns
of image regions. Our method integrates SLHMMs and a DNN and
can be used to model an image effectively by explicit modeling of the
generative process based on SLHMMs and advanced feature classifi-
cation based on a DNN. image recognition experiments showed that
the proposed method improves recognition performance.

Index Terms— image recognition, separable lattice HMMs,
deep neural networks, DNN-HMM, DNN-SLHMM

1. INTRODUCTION

In the field of machine learning and pattern recognition, statistical
methods have grown in popularity in the last decade. In image recog-
nition, for instance, eigenface methods [1] and subspace methods [2]
achieve good recognition performance. However, such statistical
methods encounter a problem in terms of geometric variations, i.e.,
position, size, and rotation, of target objects. One of the major so-
lutions to this problem is the pre-normalization process for geomet-
ric variations prior to applying statistical methods. In general, nor-
malization is performed manually or using an empirically developed
normalization technique independently of training and recognition.
However, normalization is not optimized to solve the classification
problem because the normalization criterion is determined heuristi-
cally. Therefore, it seems ideal to integrate the normalization process
into classifiers and optimize them simultaneously based on the uni-
fied criterion. Currently, convolutional neural network (CNN)-based
methods, which integrate geometric invariants into model structures,
have achieved great success in image recognition [3, 4]. In addition
to the structure of the feed-forward neural networks as classifiers,
CNNs have geometric invariants based on multiple convolutional
and pooling layers. However, since the pooling process is indepen-
dently performed in each local window, it is difficult to represent
global geometric transforms over an entire image.

Another way to integrate the normalization processes into model
structures is using hidden Markov models (HMMs) [5, 6]. The geo-
metric normalization is represented by discrete hidden variables, and
the normalization process is performed through the calculation of
probabilities. Although the extension of HMMs to multiple dimen-
sions generally leads to an exponential increase in the computational
complexity, some efficient approximations of likelihood calculation

and model structures have been proposed [7–14]. Among them, sep-
arable lattice HMMs (SLHMMs) reduce computational complexity
while retaining outstanding properties that model two-dimensional
data. SLHMMs are feasible models that can perform an elastic
matching in both vertical and horizontal directions, making it possi-
ble to model invariances to the size and location of an object. One of
the advantages of SLHMMs over CNNs is explicit modeling of the
generative process, which can represent geometric variations over
an entire image. A single Gaussian distribution is usually used as an
output distribution corresponding to each state for SLHMMs. How-
ever, the ability of a Gaussian distribution is not sufficient to rep-
resent patterns of image regions. Therefore, it seems possible to
improve the generalization performance of an SLHMM by using a
distribution with high expression ability instead of a Gaussian distri-
bution.

Recently, in speech recognition and natural language processing,
an integrated model of HMMs and a deep neural network (DNN)
has been proposed to model one-dimensional time series data and is
called DNN-HMM [15–19]. DNN-HMM estimates the output prob-
ability for each state of HMMs using a DNN. Compared to GMM-
HMM, which is an integrated model of HMMs and Gaussian mixture
models (GMMs) [20,21], DNN-HMM can estimate the output prob-
ability with high accuracy. As a result, DNN-HMM-based meth-
ods can properly model one-dimensional time series data and has
achieved large improvements over conventional GMM-HMM-based
methods for tasks such as speech recognition.

In this paper, we propose an image recognition method based
on SLHMMs using a DNN for the output distribution as a model
of DNN-HMM extended to two dimensions. The proposed method,
called DNN-SLHMM, integrates SLHMMs and a DNN. Therefore,
it can represent geometric variations by SLHMMs and estimate the
appropriate output probability with the advanced discrimination ca-
pability of DNNs. As a result, the recognition performance of DNN-
SLHMM-based method is expected to improve compared with con-
ventional methods.

2. SEPARABLE LATTICE HIDDEN MARKOV MODELS

SLHMMs [13, 14] are defined for modeling multi-dimensional data.
In the case in which observations are two-dimensional data, e.g.,
pixel values of an image, observations are assumed to be given on a
two-dimensional lattice as

O = {Ot|t = (t(1), t(2)) ∈ T }, (1)

where t denotes the coordinates of the lattice in two-dimensional
space T and t(m) = 1, ..., T (m) are the coordinates of the m-th
dimension for m ∈ {1, 2}. In two-dimensional HMMs, observation
Ot is emitted from the state indicated by hidden variable zt ∈ K.
The hidden variables zt ∈ K can take one of K(1)K(2) states,
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which are assumed to be arranged on a two-dimensional state lattice
K = {(1, 1), (1, 2), ..., (K(1),K(2))}.

In SLHMMs, the hidden variables are constrained to be com-
posed of two Markov chains to reduce the number of possible state
sequences as

z =
{
z(1),z(2)

}
, (2)

z(m) =
{
z
(m)

t(m) |1 ≤ t(m) ≤ T (m)
}
, (3)

where z(m) is the Markov chain along with the m-th coordinate
and z

(m)

t(m) ∈ {1, 2, ...,K(m)}. The composite structure of hidden
variables in SLHMMs is defined as the product of hidden state se-
quences: zt = (z

(1)

t(1)
, z

(2)

t(2)
) ∈ K. This means that the segmented

regions of observations are constrained to be rectangles, which al-
lows an observation lattice to be elastic in both vertical and horizon-
tal directions. Figure 1 shows a graphical model of SLHMMs. The
joint probability of observation vectors O and hidden variables z
can be written as

P (O, z|Λ) = P (O, z(1), z(2)|Λ)

=
∏
t

P (Ot|zt,Λ)

×
2∏

m=1

P (z
(m)
1 |Λ)

T (m)∏
t(m)=2

P (z
(m)

t(m) |z
(m)

t(m)−1
,Λ)

 , (4)

where Λ is the model parameter, P (z
(m)
1 |Λ) is the initial state prob-

ability, P (z
(m)

t(m) |z
(m)

t(m)−1
,Λ) is the state transition probability, and

P (Ot|zt,Λ) is the state output probability.
In image recognition based on SLHMMs, an SLHMM is trained

for each class by using the expectation-maximization (EM) algo-
rithm [22, 23], and classification is performed by selecting the class
yielding the maximum posterior probability.

Ĉ = argmax
C∈C

P (C|Õ,Λ)

= argmax
C∈C

P (Õ|C,Λ)P (C), (5)

where Õ is testing data, C = {C1, C2, ..., CN} is class, N is the
number of classes, Ĉ is the classification result, and P (C) is the
occurrence probability of class C. If it is assumed that P (C) is
constant irrespective of the input image, Eq. (5) becomes

Ĉ = argmax
C∈C

P (Õ|C,Λ)

= argmax
C∈C

∑
z

P (Õ,z|C,Λ). (6)

From the above equation, the class that obtains the highest likelihood
is then chosen as the classification result.

3. SLHMMS USING A DNN FOR OUTPUT PROBABILITY
DISTRIBUTIONS

A single Gaussian distribution or GMMs are typical for modeling the
output distribution P (Ot|zt,Λ) for each state in SLHMMs. How-
ever, these distributions may not properly express the relationship
between image feature and SLHMM states.

Fig. 1. Graphical model of SLHMMs. Rounded boxes represent
group of variables, and arrow to each box represents dependency in
regard to all variables in box instead of drawing arrows to all vari-
ables.

Currently, GMM-HMM has been used as an integrated model
of one-dimensional HMMs and GMMs [20, 21]. GMM-HMM is
widely used as an acoustic model in speech recognition and can
achieve high recognition performance. However, in recent years,
instead of this model, methods using a DNN, which deepens the arti-
ficial neural networks, have been proposed [15–19,24]. DNN-HMM
has been proposed as one such model in which the GMMs of GMM-
HMM are replaced with a DNN [15–19]. GMM-HMM solves the
output distribution of the feature vector in each state of HMMs as a
regression problem. On the other hand, DNN-HMM solves the pos-
terior probability for each state of HMMs with respect to the feature
vector as a classification problem.

DNN-HMM shows the effectiveness for modeling one-dimensional
time series data, as described above. Therefore, it is expected that
this model which expands DNN-HMM to two dimensions, can
effectively model two-dimensional data such as images. By estimat-
ing the output probability corresponding to each state of SLHMMs
using a DNN, DNN-HMM is extended to two dimensions. Our
proposed method integrates SLHMMs and a DNN. Consequently, it
can represent geometric normalization by discrete hidden variables
included in the SLHMMs and estimate the output probabilities by
the DNN.

3.1. Model structure

Figure 2 shows an overview of the proposed method. It consists
of a DNN part that extracts features from image data and estimates
the posterior probabilities over the SLHMM states, and an SLHMM
part that captures the geometric structure of the target object by ex-
plicit modeling of the generative process. The proposed method has
the state transitions probability and output probability as model pa-
rameters because the image is modeled by two Markov chains sim-
ilar to SLHMMs. With the proposed method, the output probability
is estimated by a DNN. Since a DNN models the relationship be-
tween image features and SLHMM states, the input is the image fea-
ture vector, and the output is the posterior probabilities of SLHMM
states. Then, the output probability for each state in the SLHMMs
is calculated from the posterior probability, which is the output of a
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Fig. 2. Overview of proposed method

DNN; that is, the DNN calculates the posterior probability for all
the SLHMM states of all classes. In the two-dimensional lattice
K̄ =

∏N
n=1 Kn including all the SLHMM states of all classes,

the hidden variables are defined as z̄ ∈ K̄, and the model parameter
is defined as Λ̄ = {Λ1, ...,ΛN}, where n = (1, 2, ..., N) is a class
number. Therefore, using this output probability, recognition based
on the proposed method is performed. Flexible distribution repre-
sentation based on a DNN enables highly accurate output probabil-
ity estimation. As a result, it is expected that the proposed method
can appropriately model an image, and the recognition performance
improves upon that of conventional methods.

3.2. Training

In the training part of the proposed method, an SLHMM for each
class is first trained from training data. Second, each pixel of training
data is assigned an SLHMM state by forced state alignment and the
correct state label is determined for each pixel using the assignment
result. Forced state alignment, which is to assign the state sequence
that obtains the maximum likelihood, is performed using the Viterbi
algorithm:

ẑ(m) = argmax
z(m)

P (O, z(m)|Λ), (7)

where this operation is performed independently in two Markov
chains. Then, a DNN is trained using the results of the forced state
alignment as the correct state label. With the proposed method,
the DNN takes image feature Ot as input and produces the pos-
terior probability over all SLHMM states P (z̄t|Ot, Λ̄) as output.
Therefore, each output layer unit of the DNN corresponds to each
SLHMM state. Moreover, a softmax function is used as the ac-
tivation function of the output layer of the DNN to approximate
the output as posterior probabilities. The DNN is discriminately
fine-tuned using the back propagation method [25] using the cross
entropy criterion. Although various image features can be used as
input of the DNN, a pixel value vector, which collects several pixels
surrounding each pixel, is input. The reason for using such an input
is that it is raw data of an image and a feature amount in a local
region.

3.3. Testing

In the testing part, feature extraction is first performed for each lo-
cal region of input image O to obtain image feature Ot. Second,
the output probability P (Ot|z̄t, Λ̄) of SLHMMs is calculated using
Bayes’ theorem with posterior probability P (z̄t|Ot, Λ̄) obtained by
inputting image feature Ot to the DNN. Bayes’ theorem is written
as

P (Ot|z̄t, Λ̄) =
P (z̄t|Ot, Λ̄)P (Ot|Λ̄)

P (z̄t|Λ̄)
, (8)

where P (z̄t|Λ̄) is the appearance probability for each state, and
P (Ot|Λ̄) is the occurrence probability of the image feature, and
they can be ignored by assuming that they are uniform. Therefore,
the proposed method performs recognition, as with Eq. (6), using
the output probability estimated by the DNN.

4. EXPERIMENTS

Face recognition experiments on the XM2VTS database [26] were
conducted to evaluate the effectiveness of the proposed method. We
prepared 8 images of 100 subjects; 6 images were used for training,
and 2 images were used for testing. Face images composed of 64×
64 grayscale pixels were extracted from the original images. Figure
3 shows examples of face images in the XM2VTS database.

4.1. Comparison of conventional SLHMMs and DNN-SLHMM

In this section, the proposed method was evaluated by comparing
it with conventional SLHMMs. SLHMMs and DNN-SLHMM with
16×16, 24×24, 32×32, 40×40, 48×48, 56×56, and 64×64 states
were used. SLHMMs had a single Gaussian distribution for each
state and used the pixel value for each pixel of the image as the input.
In a DNN, a nine-dimensional pixel value vector obtained by taking
pixels of eight neighborhoods for each pixel of the image was used
as an input feature, and a one-hot vector based on the state alignment
of SLHMMs was used as an output label. In these experiments, the
DNN was a fully connected feed-forward neural network and had
1-hidden-layer. In the network architecture, there were nine units in
the input layer and 1024 units in the hidden layer, and the number of
units in the output layer was the total number of states included in
SLHMMs for all classes. The sigmoid activation function was used
for the hidden layer, and the softmax activation function was used
for the output layer.

Figure 4 shows the results of the face recognition experiments.
The recognition rate of DNN-SLHMM, exceeded those of SLH-
MMs, in all number of states. This improvement in recognition per-
formance is due to advanced feature classification based on DNNs.
The maximum recognition rate of 94.5% was obtained when DNN-
SLHMM had the 48 × 48 states. DNN-SLHMM with 64 × 64 was
significantly worse than that with 48× 48. Under the condition with
64 × 64 states, since the number of states and the size of the input
image were equal, the models had no ability to normalize geometric
variations. Therefore, this result suggests that the geometric nor-
malization based on the structure of the SLHMMs is effective for
DNN-SLHMM.

4.2. Comparison with other methods

DNN-SLHMM was evaluated by comparing it with three SLHMM-
based methods (SLHMM, DCT-SLHMM, and GMM-SLHMM)
and two CNN-based methods [3, 4] (CNN and CaffeNet). The de-
tails of the SLHMM- and CNN-based methods are as follows:
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Fig. 3. Examples images in dataset
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Fig. 4. Recognition rates of SLHMMs and DNN-SLHMM

SLHMM: The model structure was 32 × 32-state SLHMMs. A
nine-dimensional pixel value vector was used for the input
feature, as with the proposed method.

DCT-SLHMM: The model structure was 16× 16-state SLHMMs.
A 16-dimensional discrete cosine transform (DCT) coeffi-
cient value vector was used for the input feature. This input
vector was obtained by taking the 4× 4 of the low frequency
region out of the DCT transformed 12 × 12 pixels of the
surrounding pixels for each pixel of the input image.

GMM-SLHMM: The model structure was 16 × 16-state SLH-
MMs, and used GMMs for the output distribution. This
method had two mixed Gaussian distributions for each state.
In addition, a one-dimensional pixel value was used for the
input feature.

DNN-SLHMM: The model structure was 48 × 48-state SLH-
MMs, using a DNN for the output distribution, and a nine-
dimensional pixel value vector was used for input feature.

CNN: A CNN was trained using a Caffe [27]. The architecture
of the CNN model was I(64, 1) – C(128, 10, 1, 55)
– P (3, 2, 27) – C(256, 5, 1, 23) – P (3, 2, 11)
– F (800) – F (600) – F (400) – O(100), where I(i, d) indi-
cates an input layer with a d dimensional i × i sized image,
C(f, w, s, o) indicates a convolutional layer with f filters of
a w × w sized window, which a stride of s and o × o sized
output, P (w, s, o) indicates a pooling layer, F (n) indicates
a fully connected layer with n units, and O(c) indicates an
output layer with c classes. The rectified linear unit (ReLU)
activation function was used in the convolutional and fully
connected layers. The stochastic gradient descent (SGD) al-
gorithm with a mini-batch of size 200 was used for training,
and dropout with a probability of 0.5 was used for the convo-
lutional and fully connected layers.

Table 1. Comparison of DNN-SLHMM with other methods
Method Recognition rate (%)

SLHMM 62.5
DCT-SLHMM 92.0

GMM-SLHMM 73.5
DNN-SLHMM 94.5

CNN 82.5
CaffeNet 85.5

CaffeNet: A pre-trained CNN (CaffeNet) [27], which was trained
using the ImageNet Large Scale Visual Recognition Chal-
lenge 2012 (ILSVRC2012) dataset [28], was used to extract
image features. The image-feature vectors were composed of
4096 dimensions extracting the pre-trained CaffeNet of the
7th fully connected layer. The one-nearest neighbor was then
used as the classifier.

Table 1 lists the experimental results of SLHMM, DCT-
SLHMM, GMM-SLHMM, DNN-SLHMM, CNN, and CaffeNet.
Comparing structures of the output distribution (SLHMM, GMM-
SLHMM, and DNN-SLHMM), DNN-SLHMM achieved the high-
est recognition rate. This indicates that DNN-SLHMM overcame
the lack of expression capability of HMM states. It also performed
better than DCT-SLHMM, which used the heuristic feature.

DNN-SLHMM achieved better recognition rates than the CNN-
based methods. This suggests that DNN-SLHMM is more effective
than the CNN-based methods when the amount of training data is
insufficient. However, the number of training images in the exper-
iments was too small to train CNNs. Therefore, in the future, we
should conduct comparative experiments on large datasets.

5. CONCLUSION

This paper proposed an image recognition method based on SLH-
MMs using a DNN for representing the output distributions. In face
recognition experiments, the proposed method achieved high perfor-
mance through comparison with conventional SLHMM-based meth-
ods. As a result, the proposed method is effective in image recogni-
tion. Future work will include an investigation of the architectures
of the DNN in the proposed method, and an extension to the end-to-
end model by replacing the SLHMMs in the proposed method with
models based on neural networks.
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