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ABSTRACT

Convolutional neural networks (CNNs) have shown their
power on many computer vision tasks. However, there are
still some limitations, including their sensitivity to weight
initialization and dependency to large scale labeled data. In
this paper, we try to address these two problems by proposing
a simple yet powerful CNN based denoising auto-encoder
network which can be trained end-to-end in an unsuper-
vised manner. The network architecture we use is a fully
convolutional auto-encoder with symmetric encoder-decoder
connections. The proposed method can not only reconstruct
clean images from corrupted ones, but also learn abstract im-
age representation through the reconstruction training. The
encoder part of the network can be a good all-convolution
network for classification. With the help of unsupervised
pre-training, it achieves very competitive results even without
extra unlabeled data. Further more, we show experimen-
tally that our network also performs well in semi-supervised
learning tasks.

Index Terms— Unsupervised Pre-training, Semi-supervised

Learning, Denoising Auto-encoders, Deep Learning

1. INTRODUCTION

Unsupervised pre-training using denosing auto-encoders [1]
was a critical technique to train deep neural networks ten
years ago. As non-saturate activations [2], properer initial-
ization [3, 2] and sufficiently large labeled data [4] have been
successfully used, it is now possible to train very deep convo-
lutional neural networks (CNNSs) from scratch.

Yet there are still two problems: 1) Most commonly used
initialization methods randomly initialize parameters, tuning
it for a specific dataset needs lots of work. 2) In many com-
puter vision fields, there are limited labeled images but plentty
of unlebeled ones, which makes it is very hard to train a deep
CNN in a purely supervised way.
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A obvious solution for these problems is to simply trans-
fer the idea of unsupervised pre-training using auto-encoders
to CNN. Unfortunately, As we will show in experiments,
simply building auto-encoder network with a stack of con-
volutional layers can hardly learn abstract features from
unlabeled data and cannot provide good data-driven initial-
ization. Hence in this paper, inspired by shortcut strategies
used in [5, 6] and other works to learn abstract features from
image reconstruction [7, 8, 9], we propose a novel method to
learn abstract representations from unlabeled data based on a
network composing of a stack of convolutional auto-encoders
with symmetric shortcut connections. Starting from the auto-
encoder network, we develop a concise all-convolutional
network for classification which achieves fairly competitive
accuracy compared to state-of-the-art methods like ResNet
[5, 10] but very simple to be built and trained. We show
experimentally, when no extra unlabeled data are available,
the proposed method can perform unsupervised pre-training
to search a proper network initialization and achieve com-
petitive classification results after fine-tuning. Furthermore,
when there are extra unlabeled data, the proposed method can
improve semi-supervised learning to achieve better results,
and scale well to large-scale unlabeled datasets as well.

The contributions of this work are:

e A convolutional auto-encoder network with symmetric
skip connections to learn abstract representations and
find good initialization from training data.

e A new method to learn from limited labeled data and
extra unlabeled data.

e A concise all-convolution classification network which
can achieve very competitive results and is easy to train.

2. SYMMETRICALLY CONNECTED
CONVOLUTIONAL AUTO-ENCODERS

2.1. Architecture

The basic architecture of our network is a fully convolutional
auto-encoder. The encoder part is a chain of convolutional
layers, and the decoder part is a chain of decovolutional lay-
ers symmetric to the convolutional ones. The corresponding
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encoder and decoder layers are connected by shortcut connec-
tions. Each convolutional/deconvolutional layer is followed
by a Batch Normalization [11] layer and a ReLU non-linearity
layer. An illustration is shown in Figure 1.
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Fig. 1: Network architecture and the topology of a single
shortcut connection.

Encoder The encoder acts as feature extractor. We use
33 convolutional layers following VGGNet [12]. Asin [13],
down-sampling is conducted by convolution with stride 2 in-
stead of pooling. With a proper fully-connected layers added,
encoder part also serves as our classification network.

Decoder The decoder takes features learned by the en-
coder and reconstructs the “clean” images. We use deconvo-
lution as our decoder unit, which is often referred as learnable
up-sampling operation in tasks such as semantic segmentation
[14] and image generation [15]. Since we use convolution
with strides as learnable down-sampling operation in encoder,
it is important to also make the up-sampling learnable. The
layers in the decoder are organized symmetrically to the ones
in the encoder. For a specific deconvolutinal layer, the size of
its input/output is equal to the output/input of its correspond-
ing convolutional layer to achieve pixel-wise correspondence
for shortcut connections.

Shortcut Connections In our network, shortcut connec-
tions are used to pass feature maps forwardly. The feature
maps from a shortcut connection and the connected decon-
volutional layer are then added element-wise. For a single
shortcut connection, the connecting strategy follows the pre-
activation version of deep residual network [16] as shown in
Figure 1b. But at the network scale, instead of block-by-block
as in ResNet, our shortcut connections are linked symmetri-
cally as shown in Figure 1a.

2.2. Training Pipeline

We follow the unsupervised pre-training and fine-tuning
pipeline to learn representations from unlabeled data, and
then transfer them to supervised tasks. In contrast to the
vanilla stacked denoising auto-encoders [1], our pre-training
is conducted end-to-end instead of greedy layer-wise. During
pre-training, for a clean image z, the input of the network
is its corrupted version . The output is the reconstruction
represented as f(Z). We train the network end-to-end by
minimizing the mean square error between x and f(Z). Al-
though for masking noise, most previous works [1, 7] also
use a masked loss to emphasize the dropped pixels, we find
that it is unnecessary when we use input-output shortcut con-
nection to make the learned function as a residual one. After
training the pre-training network, we make use of the learned
representations by fine-tuning the encoder part on new tasks.

2.3. Corruptions

We investigate two types of corruptions for pre-training .

Pixel-level Gaussian noise. It is a common type of cor-
ruption used in image denoising tasks. Given an image x, we
add random Gaussian noise with 0 mean and standard devia-
tion o to each pixel uniformly. o is also called noise level.

Block masking noise. Another type of corruption we
use is to set some pixels of a image to 0. It is also used in
vanilla denoising auto-encoder [1]. We use a special case of
the masking noise, in which the pixels dropped out are adja-
cent. Images with this type of corruption are used by Pathak
et al.[7] for their Context Encoder.

We find that using pixel-level Gaussian noise works better
when the images are small and labeled data are sufficient. In
other cases, masking noise with multiple small blocks works
better.

2.4. Discussion for Shortcut Connection

Since the skip connections are essential parts in our auto-
encoder network, we firstly conduct a ablation study to
show their importance. We train 3 different models on
4000 CIFAR-10 images: 1) plain classification network.
2) auto-encoder network with shortcuts and 3) auto-encoder
network without shortcut. The first one is trained on an-
notated labels, and the other two are purely unsupervised.
Then we fix the learned parameters and train a separate clas-
sification/reconstruction probe on top of each layer of each
network. The results are shown in Figure 2. For classification
we train a linear classifier for each layer’s feature maps, and
for reconstruction we train a stack of up-sampling layers to
reconstruct raw images from these features.

We can draw following conclusions from the results: 1)
Our auto-encoder network with shortcuts learns more abstract
representations which are useful for high-level tasks like clas-
sification. 2) As the network goes deeper, auto-encoder net-
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Fig. 2: Comparisons: The classification and reconstruction
performance of features extracted from each layers in differ-
ent networks. Pre-training is conducted on Cifar-10.

work with shortcuts gradually drops low-level image details
like the supervised trained network does.

2.5. Implementation Details

Our method is implemented with Keras [17]. ADAM [18]
is used for optimization. The learning rate is set as 0.0001 at
first, and divided by 10 gradually. If not specified, the weights
are initialized by random Gaussian numbers with 0 mean and
standard deviation 0.01.

Shortcut connections are linked every 2 convolutional lay-
ers to their corresponding deconvolutional layers, as well as
one connection from the input to the output. During training,
we use simple data augmentation following [5] to randomly
crop the image to proper size, which is 29x29 for CIFAR-10
and CIFAR-100, 89x89 for STL-10 and 225x225 for PAS-
CAL VOC. Then we randomly flip it horizontally (No flip-
ping for CIFAR-10 with 4000 labels experiment).All pixels
are zero-centered and normalized. At testing time, central
crops are taken for CIFAR-10, CIFAR-100 and STL-10. For
PASCAL VOC, we follow [7] to average the results of 10 ran-
dom crops.

3. EXPERIMENTS

3.1. Classification with no Extra Unlabeled Data

In this experiment, we show that in the scenario in which
there are no extra unlabeled data, the proposed classification
method based on our simple all-convolutional network can
obtain competitive classification results with the help of un-
supervised pre-training using auto-encoder network.

We conduct experiments on both CIFAR-10 and CIFAR-
100 dataset. The architecture is a 15-layer all-convolution
network.

Table 1 shows the overall classification accuracy of our
network and other state-of-the-art results on CIFAR-10 and
CIFAR-100.

The classification results achieved by our simple stack all-
convolution network are comparable with those achieved by

Method \ CIFAR-10 \ CIFAR-100
ELU [19] 93.45 75.72
ResNet 164 [5] 93.39 74.84
ResNet V2 1001 [16] 95.08 77.29
Wide ResNet [10] 96.11 81.15
Random Gaussian 93.95 74.11
Pre-training no shortcut 92.07 70.21
Ours 95.15 75.41

Table 1: Comparisons with state-of-the-arts: CIFAR-10 and
CIFAR-100 classification classification accuracy (%).

the state-of-the-art method based on deep residual network
(ResNet) [16, 10].

3.2. Classification with Limited Labels

In this experiment , we show that in the semi-supervised set-
ting when there are extra unlabeled data but limited labeled
data, our method can achieve more competitive results even
compared to jointly semi-supervised learning methods.

We conduct experiments on two commonly used tasks
for semi-supervised learning: CIFAR-10 with 4,000 labeled
images, and STL-10 Classification. The first experiment
uses 4,000 labeled images from CIFAR-10 and treats other
46,000 images as unlabeled data. The second experiment
uses 100,000 unlabeled images and 5,000 labeled images
with 1,000 in each fold for training. We report the results in
Table 2 and Table 3.

For a fair comparison, we use no pooling version of the 9-
layer network in [13] for the first experiment and the network
in [8] for the second one .

Method | Accuracy (%)
Supervised state-of-the-art [20] 76.67+0.61
Ladder Network [20] 79.60+0.47
CatGAN [21] 80.4240.58
Improved GAN [22] 81.37+2.32

No pre-training 70.89+0.30
Pre-training without shortcut 74.07+£0.43
Ours 80.22+0.37

Table 2: Test accurasy on CIFAR-10 with 4000 labels

Method ‘ Accuracy (%)
Exemplar-CNN [23] 75.44+0.3
SWWAE [8] 74.3
No pre-training 64.61+0.7
Pre-training without shortcut 70.24+0.6
Ours 75.8+0.5

Table 3: STL-10 classification accuracy.
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Some of the compared methods are jointly semi-supervised
learning framework while we use unsupervised pre-training,
yet the results of our method are still very competitive.

3.3. Learning from Large-scale Unlabeled Data

In this section, we show that our method based on auto-
encoder network scale well to large dataset and different
supervised tasks.

Specifically, we train our convolutional auto-encoders on
ImageNet 2012 training data without using any labels. Then,
we fine-tune it on the PASCAL VOC 2007 classification and
PASCAL VOC 2012 segmentation task respectively.

We use a fully convolutional VGG-16 network [12] for
both experiments. For classification, we compare our method
with Context Encoder [7], which used the same network ar-
chitecture. Results are reported in 4.

For semantic segmentation, we did not intend to achieve
state-of-the-art result since these methods often use super-
vised pre-training while our pre-training is unsupervised.
Instead, we want to show that both encoder and decoder
part of our network are transferable. We use our network
to perform segmentation by simply replacing the last decon-
volutional layer with a convolution layer of proper number
of channels for segmentation. 3 segmentation networks are
trained with different initialization strategies: (1) initializing
all layers with small random Gaussian numbers, (2) initializ-
ing the encoder by unsupervised pre-training and initializing
the decoder randomly, and (3) initializing both the encoder
and decoder by pre-training.

The results are reported in Table 4 and Figure 3.

Method | mAP(%)
Random Gaussian 67.11
Context Encoder 70.24
Ours without shortcut | 69.38
Ours shortcut 71.25

Table 4: PASCAL VOC classification results.

Encoder,Decoder

Encoder

Random Gaussian

0 0.1 0.2 0.3 0.4

Fig. 3: Mean IUs of PASCAL VOC 2012 Segmentation task
on validation data with different fine-tuning strategies.

We can observe: 1) Unsupervised pre-training can im-
prove final result. 2) The learned parameters of the decoder of
our auto-encoder network can also be transferred to high-level
task.

3.4. Analysis and Visualization

Although our method perform well on different tasks, it is
hard to justify whether the pre-training learns abstract features
or it just eases the optimization. In this experiment, we intend
to show our auto-encoder network with symmetric shortcuts
can learn high-level representations from unlabeled images.

To show this, we pre-train our network on 2 subset of Im-
agenet 2012 training images without label. One belong to
super class “conveyance, transport”, and the other belong to
“mammal” or “bird”. We select 93 thousand images from
each subset for balance.

Then, we fine-tune the network on PASCAL VOC 2007
Classification dataset and report the results in Table 5 for An-
imal and Vehicle hyper class as well as mean accuracy for all
20 classes.

Pre-trained on | Animal Vechicle Mean All

No pre-training | 67.02 76.87 67.11
Animal 93K 73.04 79.04 70.77
Vehicle 93K 72.17 80.00 70.93

Table 5: Compare pre-training with different data distribu-
tions: Mean average precision (%) of PASCAL VOC 2007
classification on different coarse classes.

We also visualize some of the learned representations in
Figure 4.

<
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(¢) Vehicle Trained

(a) Original Images  (b) Animal Trained

Fig. 4: Visualization of feature maps trained on unlabeled
images with different distributions.

The results and visualizations clearly show that our
method can indeed learn abstract representations from un-
labeled data during unsupervised pre-training, but not merely
ease the optimization by providing a better parameter initial-
ization.

4. CONCLUSIONS

We propose a novel method for learning representations in
unlabeled and partially labeled images. The architecture is
a fully convolutional encoder-decoder network with symmet-
ric shortcut connections. We show experimentally that our
mothod can help to find good network initialization and per-
form well in semi-supervised learning.
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