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ABSTRACT

Deep convolutional neural networks (CNNs) have achieved
tremendous success in image recognition tasks. However, the
performance of CNNs degrade in situations where the input
image is degraded by compression artifacts, blur or noise. In
this paper, we analyze some of the common CNNs5s for degra-
dations in images caused by Gaussian noise, blur as well as
compression using JPEG and JPEG 2000 for the full range of
quality factors. Moreover, we propose a method to improve
the performance of CNNs for image classification in the pres-
ence of input images with degradations based on a master-
slave architecture. Our method was found to perform well for
individual and combined degradations.

Index Terms— Deep convolutional neural networks, ro-
bustness, image compression, noise, blur

1. INTRODUCTION

Deep neural networks perform well in various tasks like clas-
sification, detection, semantic segmentation, super-resolution
to name a few. Especially in image classification [1], ex-
cellent levels of performance have been reached on datasets
like ImageNet and others. Moreover, the classification net-
work is also one of the key building blocks of detection algo-
rithms like R-CNN [2], Fast R-CNN [3] and Faster R-CNN
[4]. However, images acquired in practice are often degraded
by sensor noise, compression artifacts or motion blur to name
some causes. In order to effectively use deep neural networks
in applications, it is required that the model is robust against
such degradations. The main contributions of our paper are
1) Analysis of common CNN architectures for image classi-
fication performance to degradations in images due to com-
pression artifacts caused by JPEG and JPEG2000, noise and
blur.

2) Proposing a master-slave architecture and its alternative for
improving the performance.

The research leading to these results has received funding from the
German Federal Ministry for Economic Affairs and Energy under the
VIRTUOSE-DE project.
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3) Testing and analyzing the performance on not just individ-
ual degradations but also combinations of degradations.

2. RELATED WORK

Dodge at al. [5] analyze various CNN architectures for degra-
dations due to JPEG and JPEG 2000, blur, noise and con-
trast. However, there is no common parameter for comparing
the performance across various degradations. While it pro-
vides valuable analysis, no method is proposed for making the
CNNs robust to degradations. Data augmentation is a com-
monly used mechanism to increase the robustness of CNNs
[6], [7]. Zheng et al. [8] propose a method for increasing
the robustness of deep neural networks by stability training.
In this method, Gaussian noise is added to the training sam-
ples. The cost function has a factor that tries to minimize
the distance between the clean and degraded image features.
Wang et al. [9] describe a theoretical framework to analyze
the robustness of CNNs against adversarial examples. Gao
et al. [10] propose a technique for dealing with adversarial
examples by masking out features. A popular related topic is
to investigate the robustness of deep neural nets to adversar-
ial examples [11], [12]. In [13], though not explicitly trained
for robustness to degradations, using a similarity metric in a
Siamese network brings about robustness to degradations like
motion blur and poor illumination.

3. ANALYSIS

Images with blur, noise and compression artifacts due to
JPEG and JPEG 2000 compression are used to test the per-
formance of CNN based image classification. We model blur
by convolution with a Gaussian blur kernel and sensor noise
by additive Gaussian noise. Images are compressed using the
JPEG and JPEG 2000 compression scheme at various quality
factors. The classification performance is measured using
accuracy at top-1 score in percentage.

Fig. 1a shows the performance of image classification us-
ing the VGG-16 network [14] on the 50,000 images of the
validation set of the ImageNet [15] classification challenge,
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Fig. 1: (a)VGG-16 and various degradations. (b)VGG-16 and AlexNet for JPEG and JPEG 2000. (c)Relative size of compres-
sion unit and receptive field of CNN.

ILSVRC-12. It is observed that the tested CNNs are more
robust to noise than other artifacts. This is because Gaus-
sian noise is independent of the content of the image and the
spatial distribution of the noise across the image is uniform.
Under mean square error (MSE) as metric, it is observed that
compression artifacts have significant performance degrada-

4. PROPOSED METHOD

Section 3 showed that the slope of the performance degrada-
tion of the tested CNNs is dependent on the type of degrada-
tion and the architecture of the CNN. Hence, a neural network
whose weights adapt to various degradation types on the basis

tion in comparison to that caused by Gaussian noise. So it is
worthwhile to explore the robustness of CNNs for degrada-
tions in images due to compression artifacts.

Fig. 1b shows the performance of AlexNet [16] and VGG-
16 [14] networks for JPEG and JPEG 2000 compressed im-
ages. It is observed that the tested CNNs are robust to com-
pression artifacts up to a point and then the performance starts
degrading. As can be observed from the graph, VGG-16 has
a higher classification accuracy than AlexNet for almost all
the cases except JPEG compressed images for quality factor
5 and below. However, the percentage degradation is less in
case of AlexNet than VGG-16 implying that AlexNet is more
robust to compression artifacts than VGG-16. Thus, there is
a dependency of the robustness of classification on the archi-
tecture of the CNN.

The increased robustness of AlexNet can be explained
by its higher receptive field size (R) than VGG-16 at the
output of the first max pooling layer and the relation to the
size of the unit of compression (B). The relative sizes of the
compression unit for JPEG and receptive field are shown
in Fig. lc. During training, AlexNet extracts key features
over a larger receptive field to develop contextual features.
Whereas, VGG-16 extracts feature from a smaller receptive
field and learns context with increased depth. JPEG uses
8x8 blocks. At a higher compression ratio, high frequency
components within the block are lost which are relevant fea-
tures for VGG-16 due to its smaller receptive field. However,
the overall structures formed by low frequency components
are retained across blocks which are relevant features for
AlexNet due to its higher receptive field spanning multiple
JPEG blocks. So a model with higher receptive field is ro-
bust against JPEG. Analogous analyses can be done for other
compression schemes and CNN architectures.
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of incoming image samples is required. We propose a degra-
dation adaptive network robust to varying degradation types
and extents based on a master-slave architecture. There also
exists the possibility of an alternative.

4.1. Master-Slave Architecture

Fig. 2 shows the master-slave architecture proposed.

Master CNN: The master is a ’Quality Prediction Net-
work’. Here we train a small CNN to predict the quality
of the input image. Based on the predicton by the master,
a specific branch of the slave CNN is selected. This CNN
comprises three convolutional layers followed by three fully
connected layers. The number of nodes in the final fully con-
nected layer corresponds to the number of quality bins to be
predicted. Each quality bin corresponds to a set of quality
factors.

Slave CNN: It comprises a common trunk which is the
first eleven layers of the VGG-16 network. This is followed
by 3 branches which are trained using the cross-entropy loss
function for different compression ranges. Branch 1 com-
prises of the pre-trained VGG-16 weights and during infer-
ence caters to the clean images and compressed images whose
classification accuracy does not fall significantly. Branch 2 is
trained using images compressed by JPEG with quality fac-
tors in the range of 20 to 5. Branch 3 is trained using images
compressed by JPEG2000 using a range of quality factors of
10 to 2. The loss function is as follows:

1 N C
L(a:,O) = —sztij logyij

i=1 j=1

ey

where L is the loss which is a function of the parameters, 6,
comprising the weights and biases. The number of training
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Fig. 2: Proposed method for improving robustness of CNNs for image degradations.

images is denoted by [V and the number of classes is denoted
by C. The predicted class is denoted by y and the ground truth
is denoted by ¢. For the branches, y = f(x, ) where x is the
clean image or the image degraded by blur, noise and/or com-
pression using JPEG or JPEG 2000 and 6 are the network pa-
rameters. The motivation for the common layers of the slave
CNN is to make use of transfer learning and avoid training
a network from scratch. Moreover, instead of one network
for all cases, the motivation for different branches is to learn
features distinct from that of clean images or images with no
significant degradation. Images with significant degradation
are used to tune a separate branch so that a different set of
features is learned. The intuition is that when there is a severe
degradation in the image, features different from that of the
clean image could become more important to take the correct
decision.

Decision Making: The decision based on the Maximum
a Posteriori (MAP) scheme. With reference to the slave net-
work, the quality parameter is prior information. This prior
information can be obtained by decoding the quantization pa-
rameter from the encoded bitstream or by using the quality
prediction network.

However, due to high computational costs and since the
master CNN has high accuracy, instead of the MAP based
approach, we use a switched approach as.

P(ylr) = pi(ylz), i = {k| max pr(dlz)} ()

where £ indexes the number of branches of the slave CNN,
K is the number of branches of the slave CNN, z is the in-
put image, y is the predicted class of the slave CNN, d is the
predicted class of the master CNN which corresponds to a
degradation bin. In the architecture described in Fig. 3, K is
3.

4.2. Alternative to Master-Slave Architecture

Since the different branches of the slave have been trained
for different quality bins, if an input is passed through all the
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branches of the slave CNN without using a master CNN, the
highest confidence score should be obtained from the branch
that was suited best for the specific kind of degraded image.
This motivates the removal of the master CNN and processing
the input by all branches of the slave CNN in the alternative.
The decision is taken by max-pooling as

Plylz) = max_pi(ylz) 3)

k=1 to

where the symbols are as described above.

5. EXPERIMENTS

5.1. Individual and Combined Degradations

The master-slave architecture and its alternative were tested
using 50,000 images of the ImageNet validation set. The im-
ages were compressed at various quality levels using JPEG
and JPEG 2000. Fig. 3 show the graphs for the baseline net-
work, the master-slave system and its alternative based on the
max pooled decision for JPEG and JPEG 2000. It is observed
that the proposed master-slave architecture shows a definite
improvement in the top-1 classification accuracy. Moreover,
there is not much degradation in performance between the
master-slave architecture and its alternative. This is especially
advantageous for practical applications where computations
can be reduced by removing the master.

In practical systems, the image is often affected by combi-
nations of degradations. In these experiments, we test for the
classification accuracy using 2 combinations of degradations:
1) Noise and compression artifacts and 2) Blur (of radius 4
and standard deviation 1) and compression artifacts. Fig. 4
shows the results for JPEG and JPEG 2000 compressed im-
ages. It is observed that the degradation in performance due
to combined effects of noise and compression is bounded by
the degradation due to noise for high quality factors and com-
pression for lower quality factors. This is demonstrated in the
graph by the trend line for the combined degradation starting
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creasing robustness of CNNs.
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Fig. 3: Top-1 accuracy for degradations due to compression.
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Fig. 4: Top-1 accuracy for combined degradations.

with degradation solely due to noise at high quality factors
and converges to degradation solely due to compression at
lower quality factors. On the other hand, it is observed that
combined degradation due to blur and compression is addi-
tive. The degradation curve is similar to compression with a
constant offset determined by blur. Moreover, our method us-
ing the master-slave architecture improves the classification
accuracy for the combined degradations inspite of not being
trained explicitly for the combinations.

5.2. Comparison of Different Techniques

The performance of our method using the master-slave ar-
chitecture (MS) and its alternative (AMS) are compared with
techniques for increasing CNN robustness like data augmen-
tation (DA), stability training (ST) [8] and DeepCloak (DC)
[10] on 50,000 images of the ImageNet validation set. Table 1
shows the top-1 classification accuracy for clean images and
JPEG compressed images at a quality factor 10. As can be
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observed, the improvement in performance increases as more
fully connected layers (fc6, fc7 and fc8) are tuned for data
augmentation using VGG-16 as the base network. Stability
training uses a base network of Inception [17] and shows an
improvement of 40%. Our method using the master-slave ar-
chitecture has the highest improvement of 60.5% followed
by the alternative with 52.5%. While in data augmentation,
the network is left to discover meaningful features from the
mixed training dataset of clean and degraded images, stabil-
ity training explicitly communicates to the network to reduce
the distance in the representation of the clean and degraded
images via the loss function. However, stability training uses
additive Gaussian noise to degrade images for training and in-
creases robustness of the network in a limited neighborhood
of the clean image. Whereas, our method is able to learn fea-
tures for a greater degradation. Since DeepCloak [10] is class
dependent, for ImageNet with 1000 classes, it does not scale
well. We sampled the 1000 classes for varying degrees of per-
formance with 1% masking parameter and report the average
results. While [10] shows improvement at a class level for
adversarial examples, we observed no clean improvement for
compressed images.

6. CONCLUSION

The performance analysis of common CNN architectures for
input images degraded by compression artifacts revealed a de-
pendency on the relative sizes of the compression units for a
specific type of compression and the receptive field size of the
CNN being used for classification. A master-slave architec-
ture for catering to different kinds and extents of degradation
was proposed and shown to be effective for individual and
combined degradations. Moreover, an alternative to the pro-
posed method without a master and using max pooled deci-
sion was also shown to be effective. The advantage of our pro-
posed method and its alternative is that there is no explicit de-
pendency on a quality parameter. No quality parameter needs
to be decoded from the bitstream. This is especially advan-
tageous when (multi-generation) transcoding may have taken
place. Moreover, training our proposed method is simple.
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