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Abstract—Quaternion adaptive line enhancer (QALE) has been
proposed recently for the recovery of two- (2-D) or three-
dimensional (3-D) periodic signals from their noisy mixtures
[1] with the help of quaternion-valued adaptive filtering theory.
Similar to the traditional 1-D [2] version, QALE, relies mainly on
the second order similarity between the signal and its delayed
version and is more effective when the signal is narrowband.
Here, quaternion-valued singular spectrum analysis (QSSA) [3]
is used to develop a robust 3-D ALE system where in the
reconstruction stage of QSSA the eigentriples are adaptively
selected (filtered) using the delayed version of the data. Unlike
the QALE where (second) order statistics are taken into account,
in the proposed QSSA-QALE the full eigen-spectrum of the
embedding matrix is exploited. Consequently, the system works
for non-Gaussian noise and wideband 3-D periodic signals. The
two systems have been implemented and their results compared.
It is shown that the QSSA-QALE significantly outperformed
QALE when the noise is not Gaussian.

Index Terms—Quaternion singular spectrum analysis, quater-
nion adaptive line enhancer, ALE, QSVD

I. INTRODUCTION

Most of natural signals and time series, which are often
noisy in nature, contain periodic or cyclostationary compo-
nents. Among them, those representing a kind of free move-
ment are multidimensional. As an example, the gait movement
trajectory recorded using a triaxial accelerometer is periodic or
quasiperiodic in 3-D space [4]. These signals are often buried
in noise or mixed with other periodic or aperiodic signals.
Extraction of such cyclic signal components is very important
for clinical or industrial assessment and monitoring.

The traditional adaptive line enhancer (ALE) was introduced
by Widrow et al. [2] and widely used for the separation of a
generally weak sinusoid, periodic, or narrowband signal from
strong broad-band noise. On the other hand, in [5] the ALE
has been improved using singular spectrum analysis SSA to
enable the use of ALE for the recovery of wideband periodic
signals corrupted with non-Gaussian noise.

In an ALE the input s(n) is assumed to be the sum of
a narrow-band signal x(n) and a broad-band signal v(n)
which is considered as noise. e(n) is the error signal between
s(n) and the estimated signal #(n). The vector of prediction
filter parameters w are iteratively and automatically adjusted
based on e(n) so that the statistical mean squared error
(MSE), E[e?(n)] is minimized, where E|] stands for statistical
expectation.

In the case where the periodic data is 3-D, such as the
one in Fig. 1, successive application of 1-D ALE for each
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Fig. 1: The noise free 3-D sinusoid; (left) its 3-D illustration and
(right) its variation along each axis.
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Fig. 2: Block diagram of the QALE proposed in [1] .

dimension in 3-D space is not effective in general for the
recovery of such signals from their noisy versions as the signal
may not exhibit periodicity in any one of the three dimensions.
This can be seen in Fig. 1, where none of the components
of the 3-D signal in any one of the three dimensions is
periodic. The proposed algorithm in this article therefore,
aims at recovering a 3-D periodic wave by developing an
ALE which can operate in 3-D. For this purpose, recently,
a quaternion based ALE (QALE) algorithm was proposed to
restore narrowband 3-D periodic signals buried in Gaussian
noise [1]. The block diagram of a QALE is depicted in Fig. 2,
where x%(n) = [xT(n) x(n)]T.

The QALE optimization is based on quaternion least mean
square (QLMS) stochastic gradient adaptive filtering designed
in [6] for filtering of hyper-complex processes. Such a sys-
tem can be applied to both circular and noncircular signals
and therefore, exploits the correlation between the real and
complex components of a quaternion-valued signal. Their
analysis has shown that for circular data in the quaternion
(Hamiltonian, H) domain the pseudocovariance E{xx’} does
not vanish as it does in the complex domain C.

Quaternions, used for more than 150 years (conceived by
Hamilton in 1843), can be regarded as a noncommutative
extension of complex numbers, and comprise of at most four
variables [7]. A quaternion variable ¢ € H which has a
real/scalar part 2R(q) (here, denoted by subscript @), and a
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vector part J(¢q) comprising of three imaginary parts (denoted
by subscripts b, ¢, and d), can be expressed as

q=[R(q),3(q)] = [¢a,d] € H
= [qa, (@: Ges qa)] )
=qo+1p+ 39+ 590 {¢a, @, 004} ER

where 1, 5, and x are the orthogonal unit vectors and have
the properties 1) = K, Jk = 1, k2 = 7, and 1yx = 22 =
72 = k? = —1. Quaternions have found applications in
computer graphics, for the modelling of three-dimensional (3-
D) rotations [8], in robotics [9], molecular modelling [10],
processing colour images [11], hyper-complex digital filters
[12], texture segmentation [13], source separation [14], wa-
termarking [15], spectrum estimation [16] quaternion singular
value decomposition and in the MUSIC algorithm to process
polarized waves [17], [18], quaternion least squares [10], [19],
quaternion singular spectrum analysis (QSSA) [3] and very
recently QALE [1]. In [6] the formulation for a quaternion
LMS adaptive filtering has also been provided and used for
the processing of quaternion valued signals.

The QALE however is most effective for restoration of
narrowband 3-D periodic signals (such as sinusoids) from
white Gaussian noise, as for the ALE of 1-D signals. To
extend this to the detection of wideband 3-D signals in a
process similar to that in [5], we combine QALE with QSSA
[3], both relying on augmented statistics. Original SSA is a
subspace based method for decomposition or prediction of 1-
D time series. QSSA extends the SSA to multidimensional
applications by exploiting the quaternion-valued statistics.

II. METHODOLOGY

A. QLMS and QALE

The conventional LMS algorithm minimises E[ee*] where
e(n) = d(n)—w? (n)x(n), d(n) is the desired or target signal,
x(n) is the input signal, w(n) is the vector of filter parameters,
and (-)*, (-)¥, and (-)T refer to conjugate, conjugate transpose,
and transpose operations for a vector respectively.

In an ALE however, d(n) = xz(n — A) as mentioned in
Section I and x(n) is a periodic noisy signal where the 1-D
time delay A = mP, P is the signal period and m is an
integer. When the noise is white, m can be as small as unity.

In 3-D applications there is need for a quaternion delay
along the signal base-line trajectory. This is naturally a shift
equivalent to an integer multiple of the signal cycle period in
the 3-D space.

In our application the quaternion input signal is defined as

zq(n) = xa(n) +1wp(n) + gre(n) + kxa(n)  (2)

where z,(n), x5(n), z.(n), and z4(n) are the four signals in
four orthogonal directions. For a 3-D case, an example can be
the hand movement in the x-y-z coordinates.

In the augmented quaternion least mean square (QLMS)
proposed in [6] similar to original LMS, we have:

J(n) = e(n)e(n)” = €;(n) + €j(n) + ex(n) +eg(n)  (3)

In order for the QLMS to cater for general quaternion pro-
cesses, a quaternion-valued semi-widely linear model can be
employed [20];

y(n) = w’ (n)x(n) +g" (n)x(n) )

This model incorporates the information contained in both the
covariance, C,, = F[xx!], and pseudocovariance, P,, =
E[xx"]. According to [6], using QLMS the unified update
equation is derived as:

h(n +1) = h®(n) + p[2e (n)x""(n) — x**(n)e""(n)] (5)

where
h'(n) = [w'(n) g (n)]" (6)
where the augmented error is given by
¢(n) = d(n) —h*" (n)x"(n) 9
and
x*(n) =x{(n) +v*(n) (®)

is the augmented input noisy signal and the target signal for
the QLMS filter, is a quaternion shift of the input signal i.e.

d(n) =r%n) =x%(n—A4,) )

vice versa. Therefore, the output y®(n) = x%x%(n) is an
estimation of the noise free signal x%(n).

Although in some cases such a 3-D shift, Aq, for at least
one signal cycle is practically easy to obtain, such as those for
a prescribed hand movement trajectory in an action research
arm test (ARAT) [21], [22], in general, the problem is solved
by estimating the 3-D shift A, through the following simple
optimization:

A, = max (z*(n)z"(n — Ay))

q

(10)
where < . > refers to temporal cross-correlation.

B. Augmented QSSA

The basic quaternion trajectory matrix X € HI*X can
be generated through exploitation of augmented statistics as
shown in Algorithm 1. Unlike real-valued SSA in which
the covariance is generated as E{XX7T}, for AQSSA the
basic trajectory matrix incorporates information augmented
by all three quaternion involutions to generate the augmented
trajectory matrix X € H4*L XK as:

Xo = [XT,XT, X7 XF|T )
where X, o € {i,4,k}, is the transpose of a-involution
operation of the trajectory matrix W. The generated X¢ is
then used to compute the new augmented covariance matrix
Ce e H4L><4L.

Ce = E{XaXaH}

Cxx GCxi Cx; Cx
C)}éj Cxixi Cxixi Cxixr
C)I_ék kax7 kaxj kaxk,
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Algorithm 1 AQSSA algorithm

Decomposition
x=[z1,...,ay] €H
T T2 I3 TK
X — ) I3 Ty .IK.+1 c HLXK
TL TL+1 TL42 TN

X — [X_T XiT X_]T XkT]T c H4L><K
C” = E{X*X*H} as in equation (12)
| Quaternion SVD
X9 — UA1/2VH

T T
H
X' =2 X5 =3 VAwy;
i=1 i=1
where 7 =max{j: \; > 0}

Reconstruction

fju fim Afl,K
cu . for fo2 fo. k41
Xg=> Xg=|" . .
jES, R o R
fra fr,o+1 fL.n
o= fu
Zo = (fiz + f21)/2
3 = (fiz + foo + f31)/3

where Cxx is the standard covariance matrix and the matrices
Cxi, Cxj, and Cx are the complementary matrices. Thus,
C? captures the complete second order information. The steps
of AQSSA are summarised in Algorithm 1 [3].

In the reconstruction stage, similar to the real-valued SSA,
one of the main challenges is to find S,, the group of the
eigentriples for reconstructing the component of interest. The
subspaces are generally characterised by various statistical
or physical constraints based on some desired properties. In
this work we aim to extract and restore the desired signal
components assuming that the original source is periodic and
its frequency components fall within a limited range.

III. QSSA-BASED QALE

The QSSA described in Algorithm 1 is used to develop
a new QALE. The new QSSA-based QALE is depicted in
Fig. 3. In this system the eigentriples of the QSSA are
adaptively selected in a way to minimise the error between
the reconstructed signal using QSSA and the delayed version
of the original signal.

Unlike the QALE recently introduced in [1] in which the
least mean square (LMS) error between the original signal and
its delayed version is minimized, here the QSSA allows for
filtering the signal before comparison and therefore makes the

Fr—— QSSA — — — — — — 5
e | |
xX§(m)+ va@m) | » 2(n)
Decomposition |—3»| Reconstruction ‘—) —>
| .+ ea(n)
| | -
I wa ¥ |
L o
——Ag
> Z |
L= reen=x—aq)
quaternion
delay unit

Fig. 3: Block diagram of the prposed QSSA based QALE.

operation less sensitive to noise and its type. In this method
the augmented diagonal matrix of parameters W is applied
to the augmented eigenvalue matrix A in order to select the
correct eigenvalues adaptively:

J(Wa) = R — UWOAS V|3 (13)
where R“ is the augmented covariance matrix of the signal
of interest and ||.||r denotes Frobenius norm. U%, A%, (is a
matrix of eigenvalues) and V“ are the augmented quaternion
SVD factors [17], as shown in Algorithm 1, and W? is a
41 x 4l diagonal matrix of adaptive weights w;; and has the
same size as A“. In principle, an augmented gradient descent
optimization approach similar to the augmented quaternion
LMS as described before, can be followed to iteratively
estimate W¢;

Z+1 _ Wz _ MUaAa%VaH(Ra _ UaWZAa%VaH)H
(14)
where p is the iteration step size (which is usually set manually
but can be reduced or adapted after each iteration). In the
reconstruction process, W is multiplied by A% and the
desired signal is recovered during the SSA reconstruction
process.

IV. EXPERIMENT
The performance of QSSA-QALE was assessed for the
synthetic signal shown in Fig. 4. This signal is constructed by
adding white Gaussian 3-D noise to the signal in Fig. 1. This
signal was created through applying the following equations:

sin(an)cos(66n) + 'z (n)
sin(an)sin(65n) + I'y(n)
2

)]+ L. (n)

X

2z =[n+ sin

where T'(n) is the white Gaussian noise with different noise
levels. We also examined both systems for non-Gaussian
(heavy-tailed Laplacian) noise to enable comparison between
QALE and SSA-QALE. The constants «, (3, and 7 can be
changed; in this application they are set respectively to 3,
0.02, and 1. The target signal is also another later segment of
the same signal with an interval A, (equivalent to an integer
number of signal cycles) which has been shifted forward along
the 3-D direction. It is evident that with the added noise the
signal in 3-D is not recognisable. In Figs. 7 and 8 the results of
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Fig. 4: The noisy 3-D sinusoid; (left) its 3-D illustration and (right)
its variation along each axis; Gaussian noise with SNR=5 dB.
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Fig. 5: The result of applying the proposed QSSA-QALE to the 3-D
signal of Fig. 4 and its comparison with the noise-free signals of Fig.
2; (left) 3-D illustration and (right) variation along each axis.

QALE and QSSA-QALE are demonstrated for Non-Gaussian
noises. In our attempt, we considered that the baseline of
movement and the sample directions were known a priori,
so, the 3-D shift could be performed accurately. Observe that
the noise effect in obscuring the signals is clearer in the 3-
D cases than their 1-D counterparts. Certainly, by applying
the traditional ALE successively to each of the x, y, and z
dimensions, no conclusive result is expected. This is because,
in general, the 3-D periodic signals are not necessarily periodic
in any of the above directions.

Fig. 6: The original noisy sinusoid with non-Gaussian (Laplacian)
noise and SNR=5 dB.

v 0,04 -0.04 x

Fig. 7: The 3-D result of applying the QALE to the simulated signals.
Here, non-Gaussian (Laplacian) noise with SNR=5 dB has been used.

Actual
Estimated

Fig. 8: The 3-D result of applying the proposed QSSA-based QALE
to the simulated signals. Here, non-Gaussian noise with SNR=5 dB
has been used.

By decreasing the signal-to-noise ratio (SNR), the perfor-
mance of the algorithm deteriorates. The performance was
evaluated in terms of mean square error (MSE) defined as:

Ixe(m) — 522
MR = T e 2

(15)

where || - ||? refers to Euclidean norm and each term can be

expanded to sum square of its quaternion components, e.g.
2 ()|I* = lIxS, ()1 + [1x, ()[I* + [Ix¢ ()1 (16)
The results of both QSSA-based QALE and QALEare depicted

in Fig. 9. Evidently, the new approach in this paper signifi-
cantly outperforms QALE when the noise is non-Gaussian.

V. CONCLUSIONS

A novel quaternion-valued adaptive line enhancer based on
augmented QSSA has been proposed to cater for the recovery
of 3-D periodic signals from their noisy counterparts particu-
larly for non-Gaussian noise scenario. The results demonstrate
that the proposed QSSA-QALE is more effective for 3-D
signals compared to QALE recently proposed. In the design of
proposed QALE we used the QLMS algorithm. For rigour, the
performance of the algorithm has been evaluated in terms of
MSE and compared with that of the original QALE, which
uses QLMS and follows the traditional 1-D ALE design.
There are many applications in nature for this technique. One
example can be the recovery of hand tremor moving freely in
an unconstrained 3-D motion.

0 5 10 15 20 25 20 35 40
SNR dB

Fig. 9: Comparison between the performances of QALE and QSSA-
QALE both w.r.t Gaussian as well as non-Gaussian (Laplacian)
noises.
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