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ABSTRACT

This research concerns introducing a method to solve the semi-
supervised learning problem with generative adversarial net-
works (GANSs) for regression. In contrast to classification,
where only a limited number of distinct classes is given, the
regression task is defined as predicting continuous labels for
a given dataset. This method will be of particular interest for
the applications in which a small number of labeled samples
is available, and the labels are continuous such as predicting
steering angles from the front camera image in the end-to-end
task of autonomous driving. Semi-supervised learning is of
vital importance for the applications where a small number
of labeled samples is available, or labeling samples is diffi-
cult or expensive to collect. A case in point is autonomous
driving in which obtaining sufficient labeled samples cover-
ing all driving conditions is costly. In this context, we can
take advantage of semi-supervised learning techniques with
groundbreaking generative models, such as generative adver-
sarial networks. However, currently almost all proposed GAN-
based semi-supervised techniques in the literature are focused
on solving the classification problem. Hence, developing a
GAN-based semi-supervised method for the regression task
is still an open problem. In this work, two different architec-
tures will be proposed to address this problem. In summary,
our introduced method is able to predict continuous labels
for a training dataset which has only a limited number of la-
beled samples. Moreover, the application of this technique
for solving the end-to-end task in autonomous driving will be
presented. We performed several experiments to evaluate our
proposed method, and the results are very promising compared
with the state-of-the-art Improved-GAN technique [1].

Index Terms— Generative Adversarial Networks, Semi-
Supervised Learning, Regression

1. INTRODUCTION

Autonomous driving (AD) has gained attention from re-
searchers and industry in the recent years. To make the driving

task autonomous, the AD system should replace human beings,
which implies that the system should be able to recognize
its surrounding environment and act accordingly. Machine
learning can facilitate this task for the AD system by con-
tributing to imitating driver behavior [2], vehicle detection [3],
lane detection [3], and end to end learning [4]. Training AD
systems needs a large number of training samples; on the other
hand, collecting enough training samples and labeling them
can be time consuming, difficult and costly. One solution to
this problem can be using generative models for generating
samples from a small unlabeled training set [5].

Generative models aim at estimating the probability distri-
bution of the training data and being able to generate samples
which belong to the same data distribution manifold [6]. Differ-
ent methods for deep generative networks are proposed in the
literature such as Deep Belief Networks (DBNs) [7], Restricted
Boltzman Machines (RBMs) [8], Variational Auto-encoders
(VAEs) [9], and GANs [10]; among them, GANs are the most
recent and successful in generating realistic and good quality
images [11]. However, pure unsupervised generative models
are not able to label their generated samples. To resolve this
issue, generative models can be used in a semi-supervised
fashion. In the literature, there are some semi-supervised tech-
niques with GANSs such as Improved-GAN [1], Cat-GAN
[12], SGAN [13], and Triple-GAN [14]; however, they all
focus on solving the classification problem. On the other hand,
the goal of the end-to-end task in AD is to predict the steering
angle, which is a continuous variable, based on the given input
image from the front camera.

Applying semi-supervised classification techniques to re-
gression comes with the price of converting continuous labels
of the dataset to a number of classes. This conversion will add
the quantization error to our training. Also determining the
number of classes for each application is non-trivial. To the
best of our knowledge, a semi-supervised regression technique
with generative adversarial network has yet to be developed
which is the main focus of this research. The main contribu-
tions of this paper are summarized as follows:

1. To the best of our knowledge, it is the first semi-
supervised algorithm with generative adversarial net-
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regression comes with the price of converting continu-
ous labels to a limited number of classes. Our proposed
approach avoids this quantization error and reduces the
hyper-parameter that comes with it.

3. Our approach generates high quality images, smaller
label prediction error and more stable training compared
with the state-of-the-art Improved-GAN technique [1].

The remainder of the paper is organized as follows. In the
next section, related work in the literature will be reviewed.
Then, some preliminary background on generative adversarial
networks will be described. The proposed method will be pre-
sented in section 4. In section 5, the results of the experiments
will be shown. Finally, section 6 will conclude the paper.

2. RELATED WORK

In this section, we will review some relevant work to the idea
of this paper in generative adversarial networks and semi-
supervised learning. Semi-supervised learning techniques
based on deep generative networks target improving the su-
pervised task by learning from both labeled and unlabeled
samples [15]. Semi-supervised learning is beneficial when
labeled samples are not easy to obtain, and we have a small
set of them but more unlabeled data. Using deep generative
models (and generative adversarial networks recently) in semi-
supervised learning has introduced remarkable improvements
to the field [15, 1, 13, 16, 12, 17, 18, 19, 14]. For example,
the Improved-GAN technique shows competitive test errors
and high quality generated samples over MNIST, CIFAR-10,
SVHN and ImageNet datasets. In contrast to Improved-GAN,
Triple-GAN [14] employs two separate networks for classi-
fication and discrimination, thus having more parameters to
learn, and increasing the training difficulty. However, almost
all of these techniques target the classification problem and if
we want to apply them to a regression problem, we need to
quantize the continuous labels to a limited number of classes.

3. GENERATIVE ADVERSARIAL NETWORKS

Generative adversarial networks include two separate deep
networks: the generator and the discriminator. The genera-
tor takes in a random variable z with distribution p,(z) and
maps it to the data distribution Py, (). The discriminator is
expected to discern real samples from generated samples by
outputting of 1 or 0 respectively. In the GAN training process,
the generator and discriminator are used to generate samples
and classify them respectively by improving the performance
of each other in an adversarial manner. In this regard, an ad-
versarial loss function is employed in training the generator
and discriminator [10]:

mgn max Eppyra(z)llogD(x)]

+ Ezp. (o) llog(1 = D(G(2)))]-

ey

The original GAN technique is not able to predict the label
of the generated samples. The beauty of the Improved-GAN
method [1] is to combine the task of classification and dis-
crimination into the discriminator network, i.e. using one
network for performing the two tasks. The Improved-GAN
modifies the architecture of the discriminator to have N+1 out-
puts, where N represents the number of classes in the training
dataset. The first N outputs should predict the probability of
an input to belong to each class, p(y|z,y < N + 1); and
the last output represents the probability of the sample to be
fake p(y = N + 1|z). Moreover, the Improved-GAN uses
the feature matching technique to address the instability issue
of the generator. In contrast to traditional GAN techniques
which have the generator try to maximize the output of the dis-
criminator for its samples, feature matching tries to maximize
the matching between the statistics of the generated and real
samples inside the discriminator:

Lfeature_matching - ||E-'L'diala f(l‘) - Ezwpz (z)f(G(Z))H (2)

where f(x) represents the output of an activation function of
an intermediate layer of the discriminator.

4. METHODOLOGY

The core idea of our work is inspired by the Improved-GAN
technique [1], and we try to extend Improved-GAN to be able
to cover regression as well. The proposed method is comprised
of a generator, which is responsible for generating realistic
samples visually similar to the samples in the training dataset,
and a discriminator, which is responsible for both validating
the generated samples and predicting their continuous labels.
The generator is trained by employing the feature matching
loss technique (see Eq. 2).

We propose two architectures for the discriminator in our
Reg-GAN method (see Figs. 1 and 2). In the first approach, the
discriminator is built with two outputs: one is responsible for
predicting the label, and the other for predicting the probability
that the generated sample is real/fake. If we assume that the
labels can be mapped (or normalized) to the range of [0, 1]. The
discriminator is trained by using the combination of the usual
unsupervised GAN loss function and a supervised regression
loss:

Lossp = Lunsupervised + Lisupervised

Lunsupervised =

B Pyra(@)[(1 = D(2))*] + E.p, () [D(G(2))?]
Lawpervised = |y — 9|

3)

where z is the noise drawn from a uniform or a normal dis-
tribution. 2 and G(z) describe the true and generated images
respectively. The term y refers to the true value of the label
and g indicates the predicted labels. It is worth mentioning
that we employed the least-square loss function introduced in
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[20] in the unsupervised part of the equation. In addition, the
supervised regression error (i.e. the difference between the
predicted and the true labels) is added to the discriminator loss
function which helps to generate labels for the unseen or gen-
erated samples. In the second approach (see Fig. 2), instead
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Fig. 1: Architecture 1: the proposed Reg-GAN where both
D(x) and the predicted labels are generated from the deep
convolutional neural network. Tgern, Tigp, and Typiqp repre-
sent the unlabeled generated, labeled real and unlabeled real
samples respectively.

of having two outputs in the discriminator, we keep only its
regression output to predict labels. Then we feed the labels
to another function to assign an index to the input based on
the predicted label. In other words, instead of differentiating
true and generated samples by the network directly, we can
employ a separate kernel function (Eq. 4) on the regression
output for deciding whether the predicted labels are realistic or
not. The kernel function is responsible for assigning an index
to the predicted label of each input. If the predicted label is
within the normalized range of true labels, i.e. between 0 and
1, then the assigned index is 1. Otherwise, the index will be
assigned a number exponentially smaller than 1 according to
the distance of the predicted value from the target range of true
labels. The training procedure of the proposed approaches are
briefly portrayed in Algorithm 1.

exp(7), 0<y
Kernel Function K () = < 1, 0<gyg<1 4
exp((l—g])), 1 <y

5. EXPERIMENTS AND RESULTS

In this section, our method will be evaluated from different
point of views such as regression prediction error and quality
of generated samples. The main objective of the experiments
is to show that our proposed architectures are able to learn
data generation and label prediction even in the case of having
limited labeled data.

Algorithm 1 Semi-supervised regression with GAN. We use
default values for o = 0.0005, 5=0.5

Require: The Adam hyperparameters «, 3, the number of
batches m
Require: Initial discriminator parameters wy and initial gen-
erator parameters 6
1: while 6 has not converged do

2: fori=1,...,mdo
3 Sample real data ,y ~ Pyata(z,y), z ~ P,(2)
& LY e FBepell - D@+
Eonp.([D(G(2)7] + lly — 9l
5: w Adam(L%), w, a, B)
6: L(é) — Lfeature_matching
7: 0« Adam(L(é), 0,a, )
end for
end while

5.1. Data and experimental setup

For our experiments, we use a publicly available driving
dataset !. The dataset contains images taken from a front
facing camera mounted on the car with their corresponding
steering angles as labels. We randomly choose 7200 samples
from the dataset for training and 9000 samples for test. We
aim at evaluating our technique when the number of available
samples and the number of labeled samples are small. Hence,
we did not incorporate more samples from the test set into our
training data. The label of the samples falls within the range of
[-2.79, 8.75] which are further normalized into the range of [0,
1] in a linear way. We use the average normalized prediction
error over the test set to compute the test error as following:

195 — vl

N
1

test_error = — E x 100 (®)]
N~y

max ymin| |

where N is the number of test samples, and ¥;,,5,, and Y,qaz rP-
resents the minimum and maximum value of the groundtruth la-
bels (i.e. 0 and 1 respectively). We use the available Improved-
GAN code, which is written using the *'Theano’ Python library
and the "Lasagne’ deep learning library, as a baseline to imple-
ment our proposed methods. We perform experiments for 800
iterations with a learning rate of a=0.0005 for our methods and
0.0003 for the original improved-GAN [1]. The experiments
are run on a single NVIDIA Tesla P100 GPUs.

5.2. Experimental Results

For training the methods, different number of labeled samples
(1000, 2000, 4000, and “All”’) from the training set are used in
a semi-supervised learning setting. Moreover, for each experi-
ment, all the images in the training set are fed to the algorithm

IThe dataset can be downloaded from: https://drive.google.
com/file/d/0B-KJCaaF7elleGlRbzVPZWVATlk/view
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Fig. 2: Architecture 2: the proposed Reg-GAN where only the labels are predicted by a deep CNN.
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(a) Architecture 1

(b) Architecture 2

(c) Improved-GAN

Fig. 3: Sample generated images by using (a) Architecture 1, (b) Architecture 2, and (c) Improved-GAN when 1000 labeled

samples are used for training.

as unlabeled samples. We compare our proposed architectures
with the state-of-the-art Improved-GAN semi-supervised learn-
ing approach [1]. We chose this method over other similar
techniques because it outperforms them. In order to fit our
dataset into the Improved-GAN classification framework, we
discretized the normalized continuous labels into 10 number
of classes (we assign labels in the range of [0, 0.1)—0, and
[0.10.2)— 1, and ... [0.9,1]—9). Bear in mind that this dis-
cretization will add some unavoidable quantization error to our
training. The results of the experiments are shown in Table 1.
From Table 1, we can note that our Reg-GAN outperforms the
Improved-GAN approach in all scenarios significantly. Our
method gives the average improvements of 42.7% and 29.7%
over the traditional Improved-GAN approach for the architec-
ture 1 and 2 respectively. An example of the generated samples
from different techniques is shown in Fig. 3. These samples
are derived after training the networks over 1000 samples.

Table 1: Test errors using 1000, 2000, 4000, and All labeled
samples

Model 1000 2000 4000 Al

Improved-GAN 438% 4.22% 4.07% 4.06%
Reg-GAN (Arch 1) 243% 2.40% 2.39% 2.36%
Reg-GAN (Arch2) 3.81% 3.58% 2.23% 2.21%

6. CONCLUSION AND FUTURE WORK

This work concerned solving the semi-supervised learning re-
gression task by incorporating generative adversarial networks.
The conventional semi-supervised learning with GAN is suit-
able for classification tasks. Using them for the regression task
requires to convert continuous labels to a limited number of
classes. This conversion will add the quantization error to the
training, and determining the number of classes for each ap-
plication is non-trivial. This work proposes a semi-supervised
regression task using GANs which overcomes the aforemen-
tioned problems that arise using semi-supervised classification
techniques to solve the regression task. We did experiments on
a publicly available driving dataset where continuous steering
angles were used as the labels with the corresponding im-
ages. The experiments showed that our proposed approaches
outperform the state-of-the-art Improved-GAN technique in
the literature. We summarize our plan for future work in the
following:

1. The idea of this work can be extended to cover classi-
fication problems as well by assigning the regression
label output to predict the class labels. However, the per-
formance of this approach on the classification problems
needs to be investigated.

2. The idea of semi-supervised regression may have other
applications such as face detection, and apparent age
estimation from a single image. Our method can be
evaluated on those applications as well.
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