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ABSTRACT
In this paper, we address the task of scene image classifica-
tion in sparse framework. Recent scene image datasets consist
of thousands of different size images with size of the order of
106 pixels. Motivated by the fact that every image has a differ-
ent size, we propose a dynamic kernel1 which works over set
of feature maps obtained for an image from last convolutional
pooling layer of a pre-trained CNN. The size of feature maps
depends on the input image size leading to the requirement
of a dynamic kernel to compute similarity score between fea-
ture maps of different images. The kernel matrix obtained by
using a dynamic kernel is large in size owing to the large num-
ber of training examples. To handle this we propose to use the
concept of reduced virtual features (RVFs) obtained by diag-
onalizing the kernel matrix. RVF is a fixed length representa-
tion of a scene image irrespective of its true size. Classifica-
tion is done in sparse framework by applying block sparsity
constraint over sparse coefficients using dictionary built from
RVFs. The proposed approach tested over standard datasets
like Vogel-Schiele, MIT-8, MIT-67 and SUN-397 yields good
results.

Index Terms— Convolution neural networks, block
sparse representation, dynamic kernel, set of feature maps,
scene image, reduced virtual features.

1. INTRODUCTION

Scene image classification is one of the active areas of re-
search for pattern recognition community since a decade [1–
5]. A scene may be indoor or outdoor and can consist of
several entities (concepts) like mountain, chair, tree, car etc.
These entities can be found common across different scene
classes (like a car may be present in both garage and park-
ing class) which results in high intra-class variability and less
inter-class variability [6, 7]. The goal of this work is to clas-
sify a test image to its corresponding scene class. To ac-
complish this task, convolutional neural networks (CNNs) are
used to extract features from the images. From [5, 8] one
can infer that convolutional layers in CNN are responsible for
generating the discriminative features by preserving spatial
information. However CNN needs a fixed size input image

1A dynamic kernel measure similarity between varying length features.

(e.g., 227× 227) which is obtained by reducing or enlarging
the original image. This results in loss of several concepts
information [5] from image present at very small scale and
hence leads to poor discriminative features. So a better solu-
tion is to feed images to CNN in their true size. However, this
solution is not feasible as fully connected layers of CNN ar-
chitecture require a fixed length input. To overcome this prob-
lem, we feed images to CNN in their true size by considering
the CNN architecture only upto the last convolutional pooling
layer. At the output of last convolutional pooling layer, an in-
put image gets represented as a set of feature maps Xm, where

Xm = {xm1, ...,xmi, ...,xm f }, (1)
where xmi ∈ Rmp×mq . The number of feature maps in Xm
is f , where f is the number of filters in last convolutional
layer. The entire training data is represented by the set X =
{X1, ...,Xm, ...,XN} with N being the number of training ex-
amples. Here, the feature map size (mp×mq) depends on the
true size of corresponding image. To measure the similarity
between these varying size feature map sets (Xm and Xn), a
dynamic kernel known as deep spatial pyramid matching ker-
nel (DSPMK) is proposed which uses L spatial pyramid levels
to compute the similarity score between two sets of feature
maps.

Since recent scene datasets contain thousand of images
across large scene categories, the kernel matrix generated us-
ing DSPMK is of N×N size and has high memory complex-
ity of the order O(N2), where N denotes the total training
examples. Our objective is to generate a reduced set of fea-
tures without compromising the classification accuracy. To
achieve this, we introduce the concept of reduced virtual fea-
tures (RVFs). These RVFs are d dimensional feature vec-
tors (d << N) which are obtained by diagonalizing the kernel
matrix. Classification is done in sparse framework by apply-
ing block sparsity constraint [9] over coefficients obtained in
training RVFs basis. The core contributions of this work are
as follows:

• Obtaining deep varying length discriminative sets of
feature maps from last convolutional pooling layer by
passing the input images to CNN in their true size.

• A novel DSPMK is proposed to find the similarity score
between these varying length deep feature maps sets.
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• Generating d-dimensional RVFs representation irre-
spective of image true size by diagonalizing the kernel
matrix.

• Classifying the test image in sparse framework by ap-
plying the block sparsity constraint over obtained coef-
ficients.

The paper is organized as follows: Section 2 gives brief de-
scription about the proposed DSPMK with details given in Al-
gorithm 1. The proposed RVFs framework and block sparse
representation classifier are explained in Section 3 and 4, re-
spectively. Experimental analysis is given in Section 5 fol-
lowed by conclusion in Section 6.

2. THE PROPOSED DYNAMIC KERNEL

Inspired by the work of [5, 10], we propose a deep spa-
tial pyramid matching kernel (DSPMK) for scene classifi-
cation task. DSPMK measures the similarity score between
two sets of feature maps (Xm,Xn) having same or different
size. A known fact for the scene images is that the spatial ar-
rangement of entities present in image remain unchanged to
some extent for all images of same class irrespective of size
of entity. DSPMK makes use of this fact to find similarity
score between corresponding spatially divided blocks of gen-
erated feature maps. When an RGB image Im ∈ Rm′p×m′q×3

is given as input to CNN in its original size, set of feature
maps Xm (equation 1) is generated from last convolutional
pooling layer of CNN. This set can be compactly represented
as an element in Rmp×mq× f . DSPMK operates over set of
features maps Xm at several pyramid levels. At each pyra-
mid level, feature maps are divided into fixed number of spa-
tial blocks and a feature vector is generated by sum pooling
over blocks. Level-wise similarity score between these fea-
ture vectors is obtained by using histogram intersection func-
tion. Final matching score KDSPMK is obtained by weighted
combination of level-wise similarity score as given in Algo-
rithm 1. KDSPMK is used to generate the N×N kernel matrix
Ktrain.

3. REDUCED VIRTUAL FEATURES GENERATION

The kernel matrix, Ktrain generated using Algorithm 1 gives
the measure of similarity between two images in high dimen-
sional space F . The main difficulties while working with the
kernel matrix are: (1) the size of kernel matrix is dependent
on the total number of training examples, which restricts its
use to small datasets in order to avoid increase in memory and
run time complexity, (2) only similarity between the exam-
ples gets reflected in Ktrain, i.e. Ktrain is discriminative rather
than descriptive and does not define an example in terms of
its own features value as defined in input space. To generate
a descriptive fixed length representation of scene image we

Algorithm 1 Deep spatial pyramid matching kernel
KDSPMK(Xm,Xn)

Inputs:
(i) Feature maps set Xm and Xn, where

Xm = {xm1, ...,xmi, ...,xm f }; where xmi ∈ Rmp×mq

Xn = {xm1, ...,xni, ...,xn f }; where xni ∈ Rnp×nq

(ii) L: number of pyramid levels.
1: Procedure:
2: for l=0 to L−1 do
3: Divide each feature map of Xm into 22l blocks.

X l
m =
{xl

m1(1)...x
l
m1(22l)

, ...,xl
mi(1)...x

l
mi(22l)

, ...,xl
m f (1)...x

l
m f (22l)

}.
4: Apply sum pooling over each block such that

xl
mi( j) = ∑u ∑v xl

mi( j)(u,v)

Xl
m =

[xl
m1(1)...x

l
m1(22l)

, ...,xl
mi(1)...x

l
mi(22l)

, ...,xl
m f (1)...x

l
m f (22l)

]

∈ R(22l× f )×1.
5: `1- normalize the generated feature vector Xl

m

X̂l
m =

[x̂l
m1(1)...x̂

l
m1(22l)

, ..., x̂l
mi(1)...x̂

l
mi(22l)

, ..., x̂l
m f (1)...x̂

l
m f (22l)

]

∈ R(22l× f )×1.
6: Compute intermediate matching score using histogram

intersection function

Γl =
f

∑
j=1

22l

∑
k=1

min(x̂l
m j(k), x̂

l
n j(k)).

7: end for
8: Compute final matching score between Xm and Xn

KDPSMK =
L−2
∑

l=0

1
2(L−l−1) (Γl−Γl+1)+ΓL−1.

Outputs:
(i) KDSPMK(Xm,Xn).

propose to use the concept of virtual samples [11]. Here an
approximation to the original sample, in the space F is ob-
tained as explained below. From the virtual sample we derive
the RVF.

Since kernel matrix satisfies Mercer’s conditions [12],
each of its entry is an inner product, Ktrain(m,n)= φ(Xm)

>φ(Xn),
where φ(Xm) is Xm mapped to higher dimensional feature
space F . This can be generalized to the full kernel matrix
as: Ktrain = Φ(X )>Φ(X ), where Φ(X ) is the representation
of complete training data in F . Since kernel matrix is sym-
metric and positive semidefinite, it can be diagonalized as:

Ktrain = UΣNU>, (2)

Where ΣN ∈ RN×N is a diagonal matrix with diagonal en-
tries as the singular values arranged as σ1 > σ2 > ... > σN .
U contains orthogonal eigenvectors arranged according to
these singular values. Kernel matrix would also have the
form Ktrain = (ψ̂ψψN

train)
>(ψ̂ψψN

train) = Φ(X )>Φ(X ) = UΣNU>.
Here ψ̂ψψ

N
train ∈ RN×N is the N-dimensional virtual feature
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Algorithm 2 The proposed framework
Inputs:
(i) Training scene image database D = {I j, t j}N

j=1, where
t j ∈ 1,2, ...,c scene classes.

(ii) Test scene image example Itest .
(iii) Pre-trained CNN model.

1: Procedure:
2: Extract the varying length feature maps sets {X j}N

j=1 and
Xtest of {I j}N

j=1 and Itest respectively from last convolu-
tional pooling layer of pre-trained CNN.

3: Compute Ktrain and k(.,Xtest) using kernel function
k(., .) from Algorithm 1.

4: Apply SVD decomposition over Ktrain,
Ktrain = UΣNU>.

5: Generate the reduced virtual features of dimension d
(d << N)

ψ̂ψψ
d
train = Σd

− 1
2 U>Ktrain,

ŷd
test = Σd

− 1
2 U>k(.,Xtest),

where Σd = ΣN(1 : d,1 : N).
6: Solve equation (6) to obtain sparse coefficient α̂αα.
7: Obtain label using equation (7) by minimizing residual

error.

label(ŷd
test) = argmin

i=1,2,...,c
||ŷd

test − ψ̂ψψ
d
trainξξξi||22.

Outputs:
(i) label(Itest).

representation of complete training data and can be written
as:

ψ̂ψψ
N
train = ΣN

− 1
2 U>Ktrain, (3)

It may be noted that the inverse in equation (3) is only for the
non-zeros entries along the diagonal. RVFs representation is
obtained by selecting d topmost eigenvalues.

ψ̂ψψ
d
train = Σd

− 1
2 U>Ktrain, (4)

where, Σd ∈Rd×N is the first d rows of ΣN and ψ̂ψψ
d
train ∈ Rd×N

is the training data matrix of d-dimensional RVFs.

4. BLOCK SPARSE REPRESENTATION BASED
CLASSIFIER

In sparse representation [17, 18], a signal is expressed as a
combination of few signals/atoms from a dictionary. We con-
sider the dictionary formed from RVFs training data (ψ̂ψψd

train ∈
Rd×N) of all c scene classes. Sparse representation for the test
feature ŷd

test can be obtained by solving:

α̂αα = argmin
ααα

λ||ααα||1 + ||ŷd
test − ψ̂ψψ

d
trainααα||22 (5)

where α̂αα = [α̂αα1...α̂ααi...α̂ααc] ∈ RN is the sparse representation of
ŷd

test and α̂ααi denotes ith class coefficient vector. However, the
major drawback of equation (5) is that it does not consider the
multiple low dimensional subspace structure for class specific
training data. This is overcome by adding block sparsity con-
straint 2 in equation (5).

α̂αα = argmin
ααα

λ

m

∑
j=1
||ααα[ j]||q + ||ŷd

test − ψ̂ψψ
d
trainααα||22 (6)

In equation (6), first term denotes the block sparsity constraint
using `q norm with λ as trade-off parameter. Theoretical guar-
antees given in [9] prove that for q≥ 1, optimization problem
(6) is convex and can be solved using any convex optimization
tool. A test signal ŷyyd

test is classified to that class which mini-
mizes the representation residual (||ŷyyd

test − ψ̂ψψ
d
trainξξξi||22), where

ξξξi define a characteristic function which picks up the coeffi-
cients corresponding to ith class.

ξξξi =

{
α̂αα[ j], ∀ j ∈ ithclass
0, otherwise

(7)

Pseudo code for proposed classification method is given in
Algorithm 2.

5. EXPERIMENTAL ANALYSIS

In this section, the effectiveness of RVFs in sparse framework
with block sparsity constraint for scene classification task
is studied. VGGNet-16 architecture [13] already trained on
Places205 [15], Places365 [16] and ImageNet [14] is con-
sidered. Pre-trained VGGNet-16 architecture is used as it is
upto last convolutional pooling layer. Set of feature maps
for a given scene image is obtained from last convolutional
pooling layer. Number of feature maps for VGGNet-16 is 512
and size of feature map is dependent on size of input image
fed to CNN. DSPMK operates over the given sets generates
the kernel matrix. RVFs are generated by diagonalizing the
kernel matrix. Datasets used for classification task are (i)
Vogel-Schiele (VS) [19], (ii) MIT-8 [20], (iii) MIT-67 [7] and
(iv) SUN-397 [6]. The description of these dataset is given
below.
(i) Vogel Schiele dataset [19] consists of 6 semantic classes,
namely, ‘coast’, ‘river’, ‘forest’, ‘mountain’, ‘open-country’
and ‘sky-cloud’ with total of 700 images. Results are pro-
duced in terms of average classification accuracy using 5-fold
stratified divisions.
(ii) MIT-8 scene dataset [20] comprises of 8 scene classes,
namely, ‘tall building’, ‘street’, ‘inside-city’, ‘highway’,
‘coast’, ‘mountain’, ‘forest’ and ‘open-country’ with total
of 2688 images. We randomly selected 100 images per class
as training and rest as testing examples in 5-fold to obtain
average classification accuracy.

2we consider m blocks for c classes, where each class may have one or
more blocks
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Table 1. Classification accuracies using our proposed approach (DSPMK + RVFs + BSRC) on different datasets. Base features
for the proposed method are extracted using VGGNet-16 [13] which is pre-trained network on ImageNet [14], Places-205 [15]
and Places-365 [16] datasets. d : RVF dimension, N: total training examples. Results are shown for BSRC with `q norm (q =
1, 2).

VGGNet-16 architecture
pre-trained using

Vogel-Schiele MIT-8 scene MIT-67 SUN-397
d = 300, N = 559 d = 300, N = 800 d = 1000, N = 5360 d = 2000, N = 19850
q = 1 q = 2 q = 1 q = 2 q = 1 q = 2 q = 1 q = 2

ImageNet dataset [14] 84.22 84.16 94.06 94.39 73.16 74.82 51.15 52.67
Places-205 dataset [15] 84.23 84.64 94.82 95.00 78.81 80.01 58.92 59.73
Places-365 dataset [16] 83.56 83.65 94.90 95.11 77.41 78.92 59.81 60.63

Table 2. Comparison of classification accuracies with state-of-the-art methods. (SIFT: Scale invariant feature transform, IFK:
Improved Fisher kernel, BoP: Bag of part, MOP: Multiscale orderless pooling, FV: Fisher vector, DSP: Deep spatial pyramid)

Method Vogel-schiele MIT-8 scene MIT-67 SUN-397
SIFT + BOVW [1] 67.49 79.13 45.86 24.82
IFK + BoP [2] 73.23 85.76 63.18 -
MOP-CNN [3] 76.81 89.45 68.88 51.98
Places-CNN-fc7 [15] 76.02 88.30 68.24 54.32
Hybrid-CNN-fc7 [15] 78.56 91.23 70.80 53.86
fc8 + FV [4] 79.56 88.43 72.86 54.40
VGGNET-16 + DSP [8] 81.34 92.34 76.34 57.27
DSPMK + RVFs + SVM 83.45 94.16 78.52 58.82
Proposed approach (DSPMK + RVFs + BSRC) 84.64 95.11 80.01 60.63

(iii) MIT-67 dataset [7] is an indoor scene dataset with to-
tal of 15620 scene images having 67 classes. This is quite
challenging dataset as interclass variation is very less. Clas-
sification results are reported on the standard split available
with approx 80 training and 20 testing examples per class.
(iv) SUN-397 dataset [6]- is a very huge dataset for scene
classification with 397 classes including nature, indoor and
urban categories. Dataset split is publicly available with 50
training and 50 testing images per class. Classification results
are reported in terms of average accuracy of 3-fold.

Here we compare the performance of SVM and BSRC for
classifying RVFs. However, SVM has following drawbacks:
(1) we need to choose a kernel function which generates ker-
nel matrix of size (N×N) hence increases memory complex-
ity, (2) high parameter tuning is required according to chosen
kernel. So we propose to use BSRC classifier which uses
dictionary of size (d×N) formed from RVFs obtained from
training data. Memory complexity of BSRC (d×N) is less
than that of SVM (N×N) as (d << N). Table 1 shows the
classification results obtained using our approach over differ-
ent datasets. No parameter tuning is required in our proposed
framework except reconstruction error in BSRC which is set
to 0.0005. We observe that VGGNet-16 pre-trained on Places
datasets gives better classification accuracies in comparison
to the one trained over ImageNet which is expected since the
former are scene datasets and later is object dataset. It is also
evident that performance of block sparsity constraint with `2

norm is better than `1 norm. Comparison of classification
accuracies with state-of-the-art methods is shown in Table 2.
Results show that classification accuracy of BSRC with `2
norm using RVFs as dictionary atoms is better than that of
SVM classifier with linear kernel over RVFs.

Recent papers which use multi-resolution or complex
deep architectures [21, 22] with specific training yield better
results. But our approach does not require any training and
parameter tuning which we are projecting as advantage of our
approach.

6. CONCLUSION

In this paper, we have proposed scene image classification
in sparse framework using block sparsity constraint. Sets of
feature maps are generated using pre-trained CNN from last
convolutional pooling layer by passing images to CNN in true
size. A novel dynamic kernel known as deep spatial pyramid
matching kernel (DSPMK) is also proposed to generate ker-
nel matrix. Reduced virtual features (RVFs) representation
is obtained by diagonalizing the kernel matrix. Dictionary is
built using the RVFs obtained from training images as atoms.
Classification of test image is performed in sparse framework
by imposing block sparsity constraint. The results obtained
are better despite reduced size with the added advantage that
no training is required.
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