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ABSTRACT

A wireless communication created by a computer software
activity is described and modelled. The generation of this
communication link is a consequence of electromagnetic
(EM) emanations emitted during computer activity. This
wireless channel in addition to channel errors due to noise,
also experiences jitter created by the software activity “trans-
mitter” which lacks precise synchronization. Also, the “trans-
mitter” gets interrupted with other (system) activity, and
the transmitted signal goes through a channel obstructed by
metal, plastic, etc. To capture all these effects, we have mod-
elled transmitted sequence as a pulse amplitude modulated
(PAM) signal with random varying pulse position. From the
model, we have derived the power spectral density and the bit
error rate of the transmitted signal and presented performance
analysis of such a channel.

Index Terms— Wireless security, electromagnetic infor-
mation leakage, covert channel attacks

1. INTRODUCTION

This paper models and analyses wireless communication link
created as a consequence of electromagnetic (EM) emana-
tions (side-channels) emitted during the computer software
activities. The generation of such a wireless communication
channel can encourage motivated attackers to leak some valu-
able information from the systems. In that respect, side chan-
nel attacks generally require some degree of direct access to
the targeted systems. Some examples of these attacks can be
power analysis [1, 2, 3, 4, 5, 6, 7, 8, 9], temperature analy-
sis [10, 11] or caches-based [12, 13, 14]. Fortunately, these
attacks often face with risk of detection due to need of direct
access. On the other hand, attacks based on EM emanations
only require physical proximity. Since the transmitter code
is innocuous-looking and the attacker does not require a di-
rect access, many attacks can be performed with little risk
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of detection. An example of a wireless communication sys-
tem exploiting the emanations during the system activity is
demonstrated in [15], removing any doubts whether such a
wireless communication exists.

In contrast to most communication systems, which are de-
signed to avoid symbol loss, side-channels are not designed
to transfer information at all and their transmission is often
corrupted by erroneous transfer of bits. Like in traditional
wireless communications, some errors in side-channel occur
due to variation in the propagation environment. However,
in addition to channel errors, the software activity “transmit-
ter” lacks precise synchronization, causing jitter that reduces
the signal’s effective bandwidth and increases the noise level.
Also, the “transmitter” gets interrupted with other (system)
activity, and the transmitted signal goes through a channel ob-
structed by metal, plastic, etc. To capture all effects of the ob-
served behaviour, we have modelled the transmitted sequence
as a pulse amplitude modulated (PAM) signal with random
varying pulse position. From the model, we have derived the
power spectral density and the bit error rate of the transmitted
signal with only substitution errors.

The rest of the paper is organized as follows: Section 2
introduces the creation of the wireless communication based
on software activity, Section 3 models the overall communi-
cation system, and calculates the PSD of the jitter noise and
the signal, and Section 4 provides BER performance for dif-
ferent program activities, experimental results and concluding
remarks.

2. SOFTWARE-ACTIVITY-CREATED WIRELESS
COMMUNICATION CHANNEL

In this section, the creation of the modulated signal is con-
sidered. We first need to generate a carrier. The method we
use to produce a carrier is to create repetitive variations in
software activity [15]. We choose T, the period (duration) of
each repetition, two types of activity (A and B), and write
a small software code (i.e. microbenchmark) that in each
period does activity A in the first half and B in the second
half of the period. The intuition behind this is that, if activ-
ity A and activity B result in non-identical EM fields around
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the processor or the system, repetition of this A-then-B pat-
tern will create oscillations (with period T) in this EM field,
i.e. it will result in a “carrier” RF signal at frequency 1/T .
The period T will be selected to correspond to a specific fre-
quency, e.g. to produce a radio signal at 1 MHz, we should
set T = 1µs. This carrier-generation approach is illustrated
in Figure 1. Next, AM modulation is achieved by inserting
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Fig. 1. Emanations at a specific radio frequency induced by
half-periods of activities A and B.

intervals during which only activity B is performed in both
half-periods which means any carrier signal produced by dif-
ferences between A and B should be absent when only B is
used, resulting in the simplest form of AM modulation (on-
off keying). This approach is illustrated in Figure 2. Note that
other modulations (e.g. frequency modulation or even some
non-standard modulation) can just as easily be used to cre-
ate a truly covert transmission that can still be received by a
customized receiver/demodulator.

 

 

 A/B B/B A/B

 Silence (pause) Tone (dash/dot)

 B/B  A/B  B/B

Modulation using A/B (carrier) and B/B (no carrier) 

 Demodulated signalFig. 2. Modulating the signal into the carrier.

This framework results in a simple form of on-off keying.
Two experiments are conducted to verify that the received sig-
nal is the transmitted message [15, 16]. However, the pulses
generated by on-off keying do not have equal timing due to
varying timing of instruction executions. Therefore, precise
synchronization could not be achieved and the system faces
with jitter noise which must be considered during the analy-
sis of the system.

3. TRANSMISSION MODEL FOR
SOFTWARE-ACTIVITY-CREATED SIGNALS

In this section, we introduce the model for the transmitted
signal and obtain the PSD of received signal including white
and jitter noise.

In Section 2, the structure of the generated signal is shown
to be “on-off” keying, therefore, we model the baseband sig-
nal as a PAM signal corrupted by jitter noise. In a synchro-
nized system, the baseband PAM signal is given as [17]

x̃p(t) =
∑
k

xkp(t− kT ) (1)

where xk = (xk, xk−1, xk−2, . . .) is the sequence of data
symbols that are chosen from a finite alphabet and p(t) is
a shaping pulse. Unlike synchronized channels, the pulses
created by software activities are not well synchronized and,
therefore, utilizing (1) could not capture the structure of the
overall scheme. To model the proposed framework, we need
to incorporate (1) with jitter noise. In that respect, we insert
a random pulse shifter, Tk, whose pdf is supported between
[−T/2, T/2) and obtain the following PAM signal:

xp(t) =
∑
k

xkp(t− kT −Tk). (2)

If we assume that δ(t) is chosen as the pulse shaping func-
tion, the PSD of PAM signal with random pulse position at the
receiver side can be written as

Sy(f) =
1

T
Sx(f)Φ(f) +

Rx[0]

T
(1− Φ(f)) (3)

where Φ(f) is the Fourier transform of φ(τ) and

φ(τ) =

∫
fT(τ + t)fT(t)dt = fT(τ) ∗ fT(−τ) (4)

and fT(•) is the pdf of the random pulse position.

Proof. See Section 6.

We can observe from (1) that the pdf of the jitter noise de-
termines the PSD of the received signal. In Fig. 3.(a), we plot
the experimental results for the timing distributions of soft-
ware activities with and without memory activities. Although
we constraint the support set of the distributions to be in a
finite interval, the best fit for the experimental data appears
to be a normal distribution. Fortunately, the total probability
beyond our constraint is almost zero, hence, a normal distri-
bution with mean µ and standard deviation σ is considered
for the pdf of random pulse shift. Keeping Fourier transform
of Gaussian distribution, i.e. e−j2πfµe−2π2σ2f2

, in mind, we
have Φ(f) = e−4π2σ2f2

and finally

Sy(f) =
1

T
Sx(f)e−4π2σ2f2

+
Rx[0]

T
(1− e−4π2σ2f2

). (5)

The first and second summands of (5) represent the PSD
of the signal and jitter noise denoted by Sxt(f) and Snt(f),
respectively.

For the received signal, multipath does not play a signif-
icant role in the generated communication described in Sec-
tion 2 because it occurs at lower frequencies. Therefore, the
received signal can be written as

r(t) = y(t) + n(t). (6)

Using (3) and (6), the PSD of received signal can be written as
Sr(f) = Sxt(f)+Snt(f)+N0/2 whereN0/2 is the additive
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Fig. 3. a) Symbol timing distributions with memory and with-
out memory activity, b) Power spectral density of jittery noise
and signal.

white noise power. Since we model the transmitted signal
as a PAM signal, we first need to write the autocorrelation
function of the input sequence as

Rx[m] = A2 ·
(

1

2
− I{m 6= 0}

4

)
(7)

where I is the indicator function whose output is one if its
argument is true and zero otherwise, and A is the amplitude
of symbols when the symbols are “on”. Therefore, the PSD
of the input sequence can be written as

Sx(f) =
Rx[0]

2

(
1 +

1

T

∑
m

δ(f −m/T )

)
. (8)

Merging the results in (3) and (8), the PSD of the received
signal, Sy(f), including jitter noise can be written as

A2

2T


(

1 +
∑
m

δ(f −m/T )

T

)
Φ(f)

2︸ ︷︷ ︸
S̄xt(f)

+ (1− Φ(f)︸ ︷︷ ︸
S̄nt(f)

 (9)

where S̄xt(f) and S̄nt(f) represent the normalized versions of
signal and jitter noise spectrum. In Fig. 3.(b), we plot S̄xt(f)

and S̄nt(f) based on the pulse shifter distribution given in
Fig. 3.(a) without memory activity. It is clear that the jitter
noise beats the signal power for higher frequencies. There-
fore, we convolve the received signal with low pass filter
whose bandwidth is 1/2T since the signal period is T .

4. EXPERIMENTAL RESULTS

Having the PSD of the signal and the noise should be suf-
ficient to calculate BER performance of the communication
system. Such a measure will unveil how reliable a commu-
nication system is for a targeted Signal-to-Noise ratio (SNR).

The probability of error for “on-off” keying is given as [17]

PPAM = Q

(√
Ps

2Pn

)
. (10)

For the proposed scheme, the ratio between transmitted
and the overall noise signals including both jitter and white
noise is given as

Ps
Pn

=

1/2T∫
−1/2T

Sxt(f)df

1/2T∫
−1/2T

(Snt(f) +N0/2)df

=
A2

2 +
√
π

4 erf (πσ/T ) /(πσ/T )

A2 ·NJ +N0
(11)

where NJ = (1 −
√
π

2 erf (πσ/T ) /(πσ/T )) and SNR is de-
fined asA2/N0. Note that the equation given in (10) assumes
the noise is white. However, the jitter noise does not behave
like a white noise, and therefore, we distribute the overall
power of jitter noise over the support range of the low pass
filter in (11). Distribution of all available power over all fre-
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Fig. 4. BER for the communication channels created a) with-
out memory and b) with memory activity.

quency components equally means the decrease in the power
margin of high frequency components. Therefore, a better
BER performance for the actual system is obtained because
the reconstruction errors occur due to high frequency compo-
nents of the jitter noise. Therefore, inserting (11) into (10)
will give a lower bound for the BER for the proposed system.

Since we have a lower bound for BER, having also an
upper bound will provide the range for the actual BER. In
that respect, we add an extra term to the denominator which
is equal to total loss in signal power due to jitter effect. This
added noise power is the half of the total jitter noise power
and, therefore, SNR can be written as

Ps

P̂n
=

A2

2 +
√
π

4 erf (πσ/T ) /(πσ/T )
3A2

2 ·NJ +N0

. (12)
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Fig. 4 plots BER for the experimental result, and lower
and upper bounds. The bounds are very strict when the ad-
ditive noise power is dominant and gets looser as SNR in-
creases. However, when additive noise power is negligible
by comparing jitter noise power, both the bounds and actual
BER do not decrease further for a specific jitter power and the
gap between lower and upper bounds stays same. Moreover,
as the jitter noise power decreases, the bounds get stricter as
expected.

5. CONCLUSIONS

A wireless communication created by a computer software
activity is described and modelled. The generation of this
communication link is a consequence of electromagnetic
(EM) emanations emitted during computer activity. This
wireless channel in addition to channel errors due to noise,
also experiences jitter created by the software activity “trans-
mitter” which lacks precise synchronization. Also, the “trans-
mitter” gets interrupted with other (system) activity, and
the transmitted signal goes through a channel obstructed by
metal, plastic, etc. To capture all these effects, we have mod-
elled transmitted sequence as a pulse amplitude modulated
(PAM) signal with random varying pulse position. From the
model, we have derived the power spectral density and the bit
error rate of the transmitted signal and presented performance
analysis of such a channel.

6. APPENDIX - DERIVATION OF EQUATION 3

In this section, we provide the derivation of (3). To simplify
the derivation, we assume p(t) = δ(t) and define the trans-
mitted signal as

y(t) =
∑
k

xkδ(t− kT −Tk). (13)

It can be shown that the signal given in (13) is cyclosta-
tionary process assuming Tk and xk are i.i.d and stationary.
Therefore, the autocorrelation of y(t) can be written as

Ry(τ) = lim
K→∞

1

KT

KT
2∫

−KT
2

y(t)y∗(t− τ)dt

=
1

T

T∫
0

lim
K→∞

1

K

K
2∑

k=−K
2

y(t+ kT )y∗(t+ kT − τ)dt

=
1

T

T∫
0

E [y(t)y∗(t− τ)] dt (14)

where the last equation follows that the process is peri-
odic in time with a period T . If we define Ry(t, τ) =
E [y(t)y∗(t− τ)], we can write Ry(t, τ) as:

E

∑
i

∑
j

xixjδ(t− iT −Ti)δ(t− τ − jT −Tj)

 . (15)

Exploiting the assumption xk and Tk are independent and
stationary, δ(t− t0)f(t) = δ(t− t0)f(t0), definingm = j− i
and denoting Rx[m] = E [xixj ], we can rewrite (15) as∑

m

Rx[m]ỹ(t) (16)

where ỹ(t) =
∑
i

E [δ(t− iT −T0)δ(Ti − τ −mT −Tm)].

By combining (14) and (16), we have

Ry(τ) =
1

T

∑
m

Rx[m]

T∫
0

ỹ(t)dt =
1

T

∑
m

Rx[m]ry(τ). (17)

If we define λ = t−iT and change the variable of integra-
tion, and assume the random pulse positions are distributed
normally (although it violates the finite support set assump-
tion), we have for m 6= 0

ry(τ) =
∑
i

−(i−1)T∫
−iT

E [δ(λ−T0)δ(T0 − τ −mT −Tm)] dλ

=

∞∫
−∞

E [δ(λ−T0)δ(T0 − τ −mT −Tm)] dλ

= E [δ(T0 − τ −mT −Tm)]

=

∫ ∞
−∞

∫ ∞
−∞

[
δ(−τ −mT + t0 − tm)×

fT0(t0)fTm(tm)dt0dtm
]

(a)
=

∫ ∞
−∞

fT0(τ +mT + tm)fT0(tm)dtm

= fT0
(−τ +mT ) ∗ fT0

(τ)

= δ(τ −mT ) ∗ fT0
(−τ) ∗ fT0

(τ)

= δ(τ −mT ) ∗ φ(τ) (18)

where (a) follows that the random pulse position distributions
are iid. When m = 0, ry(τ) is equal to δ(τ). Hence, Ry(τ)
can be written as

1

T

Rx(0)δ(τ) +
∑
m6=0

Rx(m)

(
δ(τ −mT ) ∗ φ(τ)

) . (19)

By adding and substracting Rx(0)φ(τ)
T , we can rewrite (19) as∑

m

Rx(m)

T
δ(τ −mT ) ∗ φ(τ) +

Rx(0)

T

(
δ(τ)− φ(τ)

)
. (20)

To obtain the PSD of y(t), we need to take the Fourier
transform of Ry(τ). Therefore, if we take the transform of
(20), we have the PSD of the signal as

Sy(f) =
1

T
Sx(f)Φ(f) +

Rx(0)

T
(1− Φ(f)) (21)

where Φ(f) is the Fourier transform of φ(τ) which concludes
the proof.
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