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ABSTRACT

With the classification revolution driven by convolutional
neural networks (CNN), plenty of suitable CNN architectures
are readily available. However, a limiting aspect of CNN is
their hunger for data. Training data can be scarce in many
forensics applications, particularly for printer forensics where
hard copy pages need to be printed and then digitized using
scanners. This paper aims to tackle this problem by using:
1) complementary representations of data and 2) augmented
data variations. We derive a simple yet effective noise resid-
ual representation of a character image that complements the
information contained in the original image. Further, rotated
character variations and their monotonic grayscale transfor-
mations are used as augmented data. Since such variations
are directly linked to printer mechanism, they help improve
the overall classification accuracy. Finally, spatial pyramid
pooling is used to accommodate characters of all sizes with-
out compromising on a character’s spatial information. The
proposed method outperforms state-of-the-art CNN based
method on a publicly available dataset, and its generic nature
allows it to be combined with any other CNN architecture as
well. Experiments indicate that for the case of very limited
training data availability, the proposed method can achieve
2.5% increase in printer classification accuracy.

Index Terms— Source Printer Identification, Sensor
Forensics, Intrinsic Signatures, Data Augmentation, CNN.

1. INTRODUCTION

Traditionally, a printer’s intrinsic signature [1] is estimated
using hand crafted features extracted from texture patterns
in the scanned image of a printed document [2-10]. This
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signature results from imperfections in the mechanical parts
of a printer like the optical photoconductor (OPC) drum and
other gear mechanisms. The variation in texture patterns due
to such imperfections could be very complex to model [11].
But, they have been shown to be characteristic of a particular
brand (manufacturer) and model of a printer [12]. The sig-
nature of a printed document can be used to find its source
printer which can give useful clues in a variety of forensic
investigations. Further, source identification can also detect
potentially forged documents in several scenarios.

Off late, CNN based data driven features for classification
problems have shown tremendous potential [13]. But most ar-
chitectures require a large amount of data to learn good qual-
ity features. One of the ways of increasing the training data
is to use complementary data representation. Authors in [14]
proposed using median and average residuals of character im-
ages to train multiple CNN in parallel. The other approach is
to modify real world examples (data augmentation) by ap-
plying practically observed transformations. Data augmenta-
tion has to be performed in either data-space [15] or feature-
space [16]. However, it is shown to work better in the data-
space given that the label information is strictly preserved by
the transformations [17].

In this work, we try to address the limitation on amount of
data by using a noise residual and augmented data variations
for each character image. In this paper, we compute the noise
residual of an input character image directly from the original
data. For data augmentation, the main intuition is to feed ad-
ditional data that may be encountered in practical situations.
The augmented data is derived by introducing intuitive inten-
sity and rotation variations which are directly dependent on
printer characteristics. The main advantages of the proposed
method over state-of-the-art techniques are outlined by vari-
ous experiments performed on a publicly available dataset [9].
In particular: 1) our algorithm uses a novel three level noise
residual technique which can be combined with the existing
CNN approach; 2) we confirm experimentally that the com-
bination of original image and our noise residual consistently
performs better than the state-of-the-art using the same train
and test folds provided by them; 3) to the best of our knowl-
edge, a first of its kind, augmented data based technique is
introduced for printer forensics; and 4) the proposed method
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achieves an increment of 2.5% in average classification accu-
racy for the same amount of original data.

2. PROPOSED METHOD

The pipeline of the proposed method has been outlined in
Figure 1. While there exist many CNN architectures, their
performance is, in general, limited by the amount and type of
input data. The proposed method addresses two significant
issues; 1) increasing training data and 2) utilizing complete
character image. For this work, we utilize the CNN based
method used in [14], but it can be easily used with any other
architecture. The algorithm is as follows:

2.1. Pre-Processing

The pre-processing steps remain the same as in [14]. At first,
printed documents obtained from all printers are scanned us-
ing a reference scanner. Then, characters ‘e’ and ‘a’ are ex-
tracted from it. We utilize the extracted ‘e’ characters pro-
vided by [9]. However, the above method does not seem to
perform accurately with ‘a’. As a result, there are many other
characters present in the folder provided for ‘a’ [9]. So, we
use MATLAB’s inbuilt optical character recognition (OCR)
function to extract ‘a’ and use them with our approach as well
as existing method [14]. Note that ‘e’ were not extracted from
OCR so as to keep most of the experimental conditions simi-
lar to those in [14].

2.2. Noise Residual Estimation

The proposed method introduces a new noise residual tech-
nique. This technique performs better than median or aver-
age filter residual as it contains information which is directly
related to the printer’s signature. On the other hand, CNN
trained using filter residuals could not be guaranteed to carry
a printer’s signature as the filtering process might change the
ground truth (printer artifact) itself. Computation of noise
residual is a two-step procedure as explained below. To get
an approximation of a character image printed without printer
noise, we first divide the input character image I into three
regions. For this, we utilize a strategy used in [10]. Here, an
intensity histogram (65532 bins for 16-bit image) is generated
for I. As it might contain rugged peaks, it is smoothened by a
weighted mean filter of length 5. Then local maxima are used
to find peaks in the smoothened intensity histogram. The first
and last peaks (P; and P5) are chosen, and their mean (p) is
computed which divides the character image into two levels
based on their intensity. Further, to accommodate for inten-
sities occurring at the boundary of characters, aipr and G are
chosen as two thresholds. Here, « and 3 are empirically se-
lected constants. The group of pixels falling within the char-
acter is termed as part of flat region I, boundary pixels land
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Fig. 1: Schematic representation of the proposed algorithm.
Original character images (€44, @rqw) and their noise resid-
uals (e, an,) are used to train four separate CNN. The fea-
ture vectors extracted from the same type of characters (‘e’
and ‘a’) are concatenated and used to train SVM. The evalua-
tion of test characters follow the same pipeline but use trained
CNN and SVM models (P & Q respectively). Printer label
(PL) for the whole test document is obtained by a majority
vote taken on the predicted character labels. Noe that for ex-
periments with data augmentation, 14 augmented versions, of
each character representation, are also given as input to CNN.

in the edge region I and rest of the region outside a charac-
ter comprises of background /5 [10]. Thus the value at any
pixel p in the three regions is defined as,

Fr={I(p) | 1(p) € [0,ap] and Vp € I} €]
Er={I(p) | I(p) € (ap, Bu] and Vp € I} 2
Br = {I(p) | I(p) € (Bu,maz(I)] and Vp €I}  (3)

Here, max(I) denote the maximum intensity value in I.
Next, I is converted into a tertiary (3-level) image and the
intensity at any pixel p is given by,

median(Fr), 1(p) € (0, au]
T1deal(p) = { median(Er), 1(p) € (ap, Byl )
median(Br), I(p) € (Bp, max(I)]

Here, median(J) denotes the median of all intensity values
of image J. At last, the noise residual (Figure 2) is obtained
as,

INR(p) = I(p) - ]Ideal(p)7 Vp el (5)

2.3. Augmented Data Generation

In addition to noise residual, two types of data augmentations
are applied on [ to generate additional data. The first vari-
ation comprises of rotated character images. Characters in
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a printed document have been observed to be skewed by up
to £3% when subjected to printing, photocopying, and then
scanning [18]. Based on this observation, we use four angles
of rotation, i.e., 0.5° and £1° to take into account rotational
variations due to printing and scanning. Each character image
is padded on all sides by a two pixel wide boundary, rotated,
and then its boundary is cropped. The width of padding and
cropping is empirically selected such that there is no loss of
information. Thus, we obtain four rotated versions for each
character image.

The second variation is generated for each character im-
age and its rotated versions by uniformly translating inten-
sities at each pixel by some amount c. The hypothesis for
including intensity variations stands on the fact that the dis-
tribution of pixel intensities for a specific type of character
printed by the same printer is not uniform across various oc-
curences of that character. The exact nature of this variation
can be highly complex but for simplicity, here we assume that
it can be approximated by monotone variations. The value of
c is estimated from a scanned document image (of size X XY
pixels) as follows:

X Y
Hi(i,)) = > §[li(x,y) — 1], VO<I< L, 1<i <N (6)

z=1y=1
1 al — 2
hoa(l) = | 71 > (Hi(i, ) = (1), VO<I<L (]
=1
o= hSd(O) + hsd(l) -iL- e+ hsd(L — 1) ®)

Here, §].] is the impulse function and I;(x,y) is the inten-
sity value of i*" character image at location (x,y). L (=255)
is the number of grayscale levels in the scanned document
with IV extracted characters. The [ element in L-dim vec-
tor h; corresponds to average of all elements in /*" column of
H;. Then, we obtain two monotonic grayscale intensity trans-
lated versions for each input image by adding and subtracting
¢ from each pixel intensity. Thus, we have 14 variations (4
rotated and ten intensity translated) of each original charac-
ter image and another 14 variations of noise residual obtained
from each original character image.

2.4. Feature Extraction using CNN & SVM Training

In this step, we train CNN using input character images and
spatial pyramid pooling (SPP) [19]. We use SPP layer after
the convolutional layers to pool the features and generate out-
puts of fixed-length. In particular, the feature map obtained
from last convolutional layer (second convolutional layer in
CNN architecture of [14]) is pooled using local spatial bins.
The number of spatial bins is kept fixed for all images, but
their sizes are varied. This ensures that a fixed-length output
is obtained without compromising on spatial information. A
max pooling layer with three pyramid levels is chosen and im-
plemented using SPP layer in Caffe [20] with pyramid height

Fig. 2: Inverted pixel representations from 5 printers: pro-
posed noise residual (1%¢ row), average filter residual (2nd
row) and median filter residual (3"¢ row, gamma corrected
for visualization).

fixed at 3. Rest of the layers and parameters are kept same
as in [14]. For each character image (and its variations), a
feature vector of length 500 elements is extracted from the
trained CNN model by stopping the forward propagation at
the relul layer (in the CNN architecture described in Section
IV C of [14]). Further, these features are used as input to
linear binary SVM in a one-vs-one fashion which is imple-
mented using the MATLAB code provided by [14]. Finally, a
majority vote on predicted character labels predicts the printer
label of a test document.

3. EXPERIMENTAL RESULTS

Performance of the proposed method is evaluated on a pub-
licly available dataset [9] consisting of 1184 pages printed
from 10 different printers (approx. 120 pages per printer).
The first letter of printer label denotes the brand of that printer
(Table 3 and 4). For example, C1150 and C4370 belong to
Canon while H1518 and H225A belong to HP. The rest of the
numbers denote the model. Also, there are two instances of
the same brand and model, i.e., H225A and H225B. We con-
sider all ten printers in all the experiments as reported in the
state-of-the-art (baseline) method [14]. A set of experiments
performed to show the efficacy of the proposed method com-
pare: 1) the proposed noise residual against state-of-the-art
character representations and 2) complete proposed method
(noise residual, SPP and data augmentation scheme) against
the state-of-the-art scheme.

3.1. Effectiveness of Noise Residual

We evaluate the performance of the proposed noise residual
(enr) against existing data representations on train and test
folds provided by [14]. Here, we choose median and average
residuals (eeq and e,  respectively) as baseline represen-
tations since they have been used successfully in [14]. In the
results presented in Table 1, the second to fourth columns
correspond to results for individual character representations.
The classification accuracy for the proposed noise residual
enr, averaged over the ten folds, is higher than the baseline
representations (€,,cq and e,,4). Further, the features ob-
tained from individual character representations and original
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Table 1: Average classification accuracies of different charac-
ter representations with 5 X 2 cross-validation using the folds
of [14]. €yquw,nr 1s the proposed combination of original im-
age and noise residual. Train ~ 592 pages; Test =~ 592 pages.

Fold €avg | €med | €nr | €raw,avgmed | €rawmr
1 96.47 | 94.08 | 96.1 97.0 97.5
2 95.45 [ 93.42 | 93.9 96.3 96.6
3 94.94 1 93.09 | 95.1 97.6 98.3
4 9239 | 84.60 | 94.1 94.9 95.9
5 9543 | 94.08 | 942 95.9 97.0
6 9342 | 9325 | 949 95.6 96.1
7 94.75 [ 93.40 | 97.0 97.1 97.6
8 94.94 [ 94.10 | 96.0 96.3 97.0
9 95.94 9594 [ 95.9 975 975
10 9545 | 94.94 1 953 97.1 97.3
Average | 949 | 93.1 | 953 96.5 97.1
[ Std(o) | 12 | 31 [ 1.0 | 0.9 | 07 |

character image (e,q,) are concatenated before classification
using SVM. Fifth column in Table 1 lists the results obtained
after concatenating features extracted from €,qy, €40y and
emed [14] while sixth column corresponds to results with
concatenation of features from e, and e,,. This experi-
ment suggests that the proposed combination of original and
noise residual image (€,quw nr) outperforms the state-of-the-
art method (€rqw,avg,med)- Also, the proposed combination
requires only 4 CNNs as compared to 6 CNNs in the existing
approach. Further, it can be inferred that the original im-
age and its proposed noise residual contain some amount of
complementary information. This set of experiments were
performed on Matlab using Matconvnet [21].

3.2. Effectiveness of Data Augmentation

We compare the performance of the proposed method against
the existing CNN based approach [14]. To use the SPP layer,
we conducted this set of experiments using Caffe [20] as it
is not available in Matconvnet [21] (used by [14] to imple-
ment CNN). The performance is evaluated using only about
two percent of the training data used in the previous set of ex-
periments. In particular, we randomly choose two pages per
printer (one each for training and validation) from the Fold 1
of training data. Next, we pick one percent (of original train-
ing data) character samples from these two pages. The train-
ing data is supplemented with augmented data before train-
ing the CNN. In some preliminary experiments, we had ob-
served that using only original character images for test data
gives better results. So, we use only original character im-
ages for testing. We repeat this experiment for five different
pairs of training pages. The results in Table 2 confirm that the
proposed method outperforms existing method for this lim-
ited amount of data. The confusion matrices of the proposed
method (Table 4) and the existing method (Table 3) indicate
that on 7 out of 8 printers having a single model instance (i.e.
except H225A & H225B), the proposed method outperforms
existing method, even reaching 100% average classification

Table 2: Comparison of proposed method with the state-of-
the-art. Accuracy is averaged over 5 folds; Test ~ 592 pages.

Method # Original 'I"ram Characters | Augmented | Average -
per Printer (e + a) Data Accuracy
State-of-the-art [14] 386 No 85.60 % | 2.76
Proposed 386 Yes 88.26 % | 3.33

Table 3: Confusion matrix of the state-of-the-art CNN based
method [14] showing (in %) average accuracies over 5 splits.

True Predicted
B4070 | C1150 | C3240 | C4370 | HI5I8 | H225A | H225B | LE260 | OC330 | SC315
B4070 | 90.00 | 9.06 0.63 0.31
C1150 | 566 | 9321 | 1.13
C3240 [0.90 | 149 [9493 |2.09 0.60
C4370 | 0.66 | 0.66 | 17.38 | 80.98 0.33
HISI8 | 1.2 | 1.02 6.78 | 91.19
H225A 3439 | 5263 | 1298
H225B 30:80° 69.20
LE260 0.31 1.56 781 9031
0C330 I 483 [ 9517
SC315 | I 4.14 95.86

accuracy for printer SC315.

4. CONCLUSIONS

This work presents an approach for enhancing the capabil-
ity of any CNN based method for printer attribution prob-
lems under the constraints of very limited training data per
printer. We do not propose a new architecture for CNN but
simply introduce new ways of enhancing the capability of a
given CNN architecture. Comparison against state-of-the-art
method shows promising results. We derive a noise residual
from the original character image which is based on printer
characteristics. On the other hand, existing character repre-
sentations are derived from generic filtering operations whose
connection to the printing process is difficult to trace. More-
over, experiments confirm that the original character image
and its noise residual carry complementary information. Fur-
ther, we evaluate performance using augmented data (rotation
and intensity variations) where the intensity variations are de-
rived from scanned document. The experiments show that the
proposed technique achieves an improvement of about 2.5%
in classification accuracy using only 4 CNNs as compared to
6 CNNss in existing method. Future work will include analy-
sis of performance by varying the amount of training data and
generation of more realistic models for intensity variations.

Table 4: Confusion matrix of the proposed method showing
(in %) average accuracies over 5 splits.

True Predicted
B4070 [ C1150 | C3240 | C4370 | HISI8 | H225A | H225B | LE260 | OC330 [ SC315
B4070 | 95.31 0.94 0.63 3.13
C1150 | 1.89 96.98 | 0.75 0.38
C3240 99.10 | 0.60 0.30
C4370 13.77 | 86.23
H1518 | 1.02 1.02 9.15 88.81
H225A 34.04 | 3544 [ 30.53
H225B 16.00 84.00
LE260 4.69 95.31
0C330 I 241 97.59
SC315 | | 100.00
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