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ABSTRACT

CAPTCHA is a reverse Turing test to distinguish humans
from machines. It is widely used in the internet industry
for cyber security. A good CAPTCHA is supposed to be
easy for humans but difficult for machines. Many existing
CAPTCHA implementations leverage the inability of auto-
matic visual recognition, e.g., recognizing the text or other
objects in an image. These CAPTCHAs are becoming more
and more vulnerable recently, due to the rapid developmen-
t of visual recognition techniques. This paper presents our
study of using visual reasoning in CAPTCHA design. This
CAPTCHA asks the users to find specific object(s) in an im-
age according to a given text query. It is generally easy for
humans to understand the text query and make sophisticat-
ed reasoning about the image, but still remains difficult and
computationally expensive for machines. We describe the
CAPTCHA design, provide usability analysis and present se-
curity experiments. Moreover, we show that the security can
be further improved by the use of neural style transfer.

Index Terms— CAPTCHA, visual reasoning, neural
style transfer, cyber security

1. INTRODUCTION

Completely Automated Public Turing test to tell Computers
and Humans Apart (CAPTCHA), also known as Human In-
teraction Proofs (HIP), is a standard approach to determine
whether a user is human or not. It is used to protect web-
sites from malicious behaviors, such as spamming, account
enumeration, auto post, etc. A typical CAPTCHA asks user-
s to complete a simple task, which is supposed to be easy
for humans but difficult for machines. Since the notion of
CAPTCHA was introduced in 2000 [1], it has drawn signif-
icant attentions and received various designs from both aca-
demic and industrial communities [2, 3, 4, 5, 6].

In order to withstand automatic attacks, one importan-
t principle in CAPTCHA design is to use difficult artificial
intelligence (AI) problems [2]. To date, the most widely used
ones are based on visual recognition. These CAPTCHAs
present users an image and ask users to recognize the text
or other objects (e.g., animals [5], human faces [7, 8], street
signs[6], etc) in the image. Automatic visual recognition was

Fig. 1. Illustrations of our CAPTCHA design based on visu-
al reasoning. Each CAPTCHA contains a text query and an
image.

a hard AI problem, but now has become much easier due to
the rapid development of image recognition techniques. Ac-
tually there have been many successful research contributions
on how to automatically solve these CAPTCHAs [9, 10, 11,
12, 13]. Therefore there is a clear need to develop more secure
CAPTCHAs.

In this paper, we present a study of using visual reason-
ing in CAPTCHA design. Illustrations are shown in Figure
1. This CAPTCHA provides users a text query and an image,
and asks users to locate specific objects in the image. To suc-
cessfully pass this CAPTCHA, users need to understand the
text query and make reasoning about the objects in the im-
age. This design is originated from the CLEVR dataset [14].
The CAPTCHA images depict 3D shapes with simple objects
(e.g., geometric shapes, numbers, English letters, etc), which
are easy for users to understand. The query set involves many
aspects of reasoning, such as object identification, compar-
ison, spatial relationships, the use of commonsense knowl-
edge, etc. We have prepared a set of text queries that are
suitable for CAPTCHA, and are keeping extending the query
set. Moreover, to further enhance security, we have tried to
use neural style transfer [15] in the image generation. Neu-
ral style transfer can greatly increase the variation of image
styles in an automatic way.

2. PRIOR ARTS

In the literature, there have been many contributions to
CAPTCHAs. This paper focuses on visual-based CAPTCHAs,
among which the two most commonly used types are text-
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based CAPTCHAs and image-based CAPTCHAs.

Fig. 2. Examples of three text-based CAPTCHAs (Fig.(a)-
(c)) and one image-based CAPTCHA (Fig.(d)).

Text-based CAPTCHAs ask users to decipher the text
(e.g., numbers, English letter, etc) in an image. They are
easy to implement and their file sizes are small. To defend a-
gainst automatic solvers, recent text-based CAPTCHAs have
focused on generating various distortions [16, 17], such as
text twisting, negative kerning, changing background im-
ages, adding occluding lines, etc. Examples are shown
in Figure 2(a)-(c). Even with distortions, many of these
CAPTCHAs have already been solved by text recognition
techniques. For example, a generic solving approach to
text-based CAPTCHA was proposed in [18]. In [19], the EZ-
Gimpy was solved with an accuracy of 83%. In [13], the au-
thors reported an attacking accuracy of 44.6% on Microsoft’s
two-layer CAPTCHA, which was deployed in 2015. In [20],
an end-to-end deep learning approach achieved an accuracy
of 99.8% on the text puzzles of Google’s reCAPTCHA.

Image-based CAPTCHAs usually rely on the difficulty of
image recognition. An example is shown in Figure 2(d). The
earliest example is ESP-PIX [1]. It asks users to recognize
what object is common in a set of images. Following that,
many variations have been proposed. For example, Asirra [5]
asks users to select cats from 12 images of cats and dogs. In
[3], the authors proposed several designs, such as naming im-
ages, finding the anomaly image, etc. In [8, 21], the use of
face recognition was studied. With the development of im-
age recognition techniques, these CAPTCHAs are becoming
less secure nowadays. For example, the Asirra CAPTCHA
has been extensively studied [11, 22], and was reported to be
automatically recognized with a successful rate of 42% [23]
in 2012. In [24], the authors used deep learning to achieve
an accuracy of 70.78% on the image puzzles of Google’s re-
CAPTCHA, and an accuracy of 83.5% on Facebook’s image
CAPTCHA. Actually according to the recent Imagenet evalu-
ation results [25], image classification techniques can achieve
human-like accuracy provided enough training data.

Apart from these two types of CAPTCHAs, other design-
s have also been proposed. For example, in [26], game

CAPTCHAs were used. Video CAPTCHAs were stud-
ied in [27, 28]. Compared to text-based or image-based
CAPTCHAs, these CAPTCHAs are more difficult to be gen-
erated, and typically have larger file sizes, which limits their
use in practice. In [29, 30], audio CAPTCHA was studied. It
is particularly suitable for those visually impaired users.

3. CAPTCHA DESIGN

We use visual reasoning in the CAPTCHA design. See Fig-
ure 1 for an example. Visual reasoning has drawn significant
research attention in recent years. Although humans can eas-
ily make simple reasoning about objects in an image, it turns
out to be much more challenging for machines. One recent
benchmark dataset in this area is CLEVR [14], which aims for
diagnostic analysis of visual reasoning. Our CAPTCHA de-
sign actually follows a very similar fashion as CLEVR, with
a few differences in the images and text queries. CLEVR
contains three objects (cube, sphere, and cylinder), while our
CAPTCHA uses more objects (e.g, letters, numbers, etc) with
more attribute variations. CLEVR includes nearly one million
text questions. Most of them are not suitable for CAPTCHAs.
For example, questions like “yes or no”, “how many [col-
or/material] things are there”, or “what shape/material is it”,
are not secure against random guesses. So we have designed
a set of text queries particularly for the CAPTCHAs.

3.1. image generation

Synthetic 3D objects are used in the image generation. We
have used many different types of objects, such as geomet-
ric shapes (cone, cylinder, cube, sphere, etc), English letter-
s (lower-case and upper-case), numbers, Chinese character-
s and many other shapes (e.g., fruits, vehicles, etc). Some
shapes may have notches. Examples of these objects are illus-
trated in Figure 3. These objects come in various attributes,
such as different colors (blue, green, yellow and red) and dif-
ferent materials (marble, wood, glass and iron).

Fig. 3. Examples of 3D objects used in CAPTCHA images.
The first line shows numbers with different colors. The sec-
ond line shows English letters made of different materials.
The third line shows geometric shapes with/without notches.
Many other objects are also used, such as Chinese characters,
fruits, vehicles, etc.
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To generate an image, we randomly select between 5 and
15 objects with different attributes and put them in a scene.
The objects may also vary in sizes and inclination angles.
Intersections between objects are kept small for not affect-
ing humans’ performances. Lights and cameras are randomly
placed to render the scene and create 3D effects, so the objects
get clear 3D spatial relationships, such as “front”, “behind”,
“left”, “right”, etc.

The image generation can be extended by using more ob-
jects with more attribute variations. We are keeping working
on the extension. Although more objects and attributes would
make CAPTCHAs more secure against automatic attacks, we
are careful about these extensions and make sure that they do
not harm user experiences.

3.2. text query generation
A text query describes a simple task for users to complete.
Users need to understand the query and make proper reason-
ing. We have designed a set of query templates. Instantia-
tions of these templates can generate full query sentences.
For example, the template “please click the [color] [ob-
ject name 1] that is (are) left of the [object name 2]” has
three parameters “[color]”, “[object name 1]” and “[objec-
t name 2]”. An instantiations of assigning “red” to “[color]”,
“cube(s)” to “[object name 1]” and “capital letter L” to “[ob-
ject name 2]”, can form a query “please click the red cube(s)
that is(are) left of the capital letter L”. In practice we need to
reject those instantiations that do not match the image infor-
mation. For examples, a query “please click all the numbers”
does not match images that do not contain numbers.

All our queries are all manually checked to ensure that
they are simple for humans to understand. Each query may
involve one or more aspects of visual reasoning, such as ob-
ject identification, comparison, spatial relationship, etc. To
increase language diversity, a query template may have an al-
ternative version. For example, an alternative to the template
“please click the [color] [object name]” may be “please click
the [object name] that is (are) [color]”. Table 1 lists a few
examples of the queries.

Extensions to the query set involve two aspects. One is
to design new query templates with new reasoning tasks. The
other is to write more synonymous templates to the existing
ones. We will keep extending the query set regularly. In the
query design, we should be very careful about the difficulty
of queries. Complex queries would enhance the security, but
may lead to negative user experiences.

3.3. image style transfer

In addition to the variations of image objects and text queries,
image style variation is also desirable for robustness against
automatic attacks. Previous design of image styles requires a
lot of manual efforts. Fortunately the recent success of neural
style transfer provides an automatic way to change styles of
existing images. Neural style transfer is based on the finding

Query types Examples
object identification Please click the red number(s)

attribute comparison Please click the sphere(s) made
of the same material as the letter A

spatial relationships Please click two English letters
that are closest to the blue cube

anomaly Please click the object
that is different from others

commonsense knowledge Please click two numbers
that add up to 10

Table 1. Illustrations of the text queries. One example for
each query type. Different types may require different visual
reasoning skills.

that the content and style of an image can be largely separated
using a convolutional neural network [15]. For a CAPTCHA
image, the content mainly refers to the objects, and the style
mainly refers to general appearances in terms of lights, back-
ground color distributions, etc. Given an existing CAPTCHA
image, we can mix its content with the style of another image
(such as a painting), and thereby generate a new CAPTCHA
image. There have been several research contributions to neu-
ral style transfer [31, 32]. In this work, we adopted the ap-
proach proposed in [33] for its high flexibility and efficiency.
Examples of stylized images are shown in Figure 4. Note that
after neural style transfer, some object attributes (e.g., colors,
materials, etc) may be changed, so the text queries related to
these attributes should be avoided.

Fig. 4. Examples of stylized images. For each image, the
corresponding style image is on the left up corner. Original
CAPTCHA images are shown in Figure 1.

4. USABILITY ANALYSIS

We carried out two experiments to quantitatively evaluate the
usability of the CAPTCHA. The first experiment was a con-
trolled one involving 78 participants whose ages ranged from
16 to 50. Each participant was asked to complete at least 10
CAPTCHAs. The users response time and successful rates
were recorded. The same participants also completed a simi-
lar experiment on the widely-used Tencent Slider CAPTCHA
[36], which asked users to click a button and slide it to a par-
ticular position. We then deployed the CAPTCHA online and
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CAPTCHAs Type Experimental Setting Response time (seconds) Successful rate (%)
The proposed CAPTCHA visual reasoning controlled 6.3 73.3
The proposed CAPTCHA visual reasoning online 7.5 65.3

Asirra [5] image recognition controlled 15.0 83.4
Asirra [5] image recognition online - 66.0
Avatar [8] image recognition controlled 21.3 62.0

Cortcha [34] image recognition controlled 18.3 86.2
Artifacial [35] image recognition controlled 14.0 99.7

Google Text CAPTCHA [34] text recognition controlled 7.9 82.8
A Video CAPTCHA [27] video labelling controlled 17.0 77.0 ∼ 90.0

Tencent Slider CAPTCHA [36] slider controlled 7.1 82.9

Table 2. Users’ response time and successful rates. There are two experimental settings. One is controlled, which invites only a
few users to conduct experiments in a lab environment. The other is online, which means the CAPTCHA was deployed online
and the data was from many online users’ real behaviors. The response time and successful rates of the proposed CAPTCHA
and Tencent’s Slider CAPTCHA are either from a controlled test involving 78 participants or from more than 50,000 online
records. All other numbers are collected from the literature. Details can be found in the corresponding references. For the video
CAPTCHA, its authors tried several configurations and got different successful rates ranging from 77.0% to 90.0% [27].

received more than 50,000 records quickly. Note that the styl-
ized images were not used in the online setting.

Table 2 lists the response time and successful rates of dif-
ferent CAPTCHAs. It can be observed that the response time
of the proposed CAPTCHA was close to those of Google
Text CAPTCHA and Tencent Slider CAPTCHA, and was
smaller than many of the image recognition CAPTCHAs.
This may be due to the fact that these image recognition
CAPTCHAs require users to deal with a number of images,
but our CAPTCHA, like Google Text CAPTCHA and Ten-
cent Slider CAPTCHA, presents only one image to the users.

The successful rate of our CAPTCHA was higher than
Avatar but lower than others in the controlled setting. Ac-
cording to the feedback, some participants were too hurry
to make decisions without careful reasoning. Actually some
of them realized the correct answer immediately after they
clicked the wrong position. Besides, in the first few attempts,
some participants would like to give random guesses and
see the response of our CAPTCHA system. We believe
that online users have similar experiences when trying this
new CAPTCHA. Actually, in the real online setting, our
CAPTCHA got similar successful rates to Asirra. In practice,
users are allowed to try more than once, and we can expect
that more than 95% users can succeed within three trials.

5. SECURITY EXPERIMENTS

The simplest automatic attack is random guess, which should
be useless for our CAPTCHA. We then carried out a prelimi-
nary attacking experiment using visual reasoning techniques.
We adopted an approach similar to the relation network (RN)
[37]. In the RN architecture, an image was parsed by a CNN,
and a text query was dealt with an LSTM. The CNN outputs
were transformed by a composite function, and then padded
with the LSTM final states. MLPs were then applied to give
the final outputs. Please refer to [37] for details. Note that
we did not use word embedding for the queries, but simply

used the one-hot representations. The final MLP output corre-
sponds to a 100 dimensional vector with each element corre-
sponding to a small block range in the image. We have tuned
different configurations, such as the number of CNN layer-
s, the MLP sizes, etc. The best accuracy we could get was
4.7%, much lower than the attacking accuracies on text-based
or image-based CAPTCHAs [13, 19, 20, 23, 24]. Increasing
the training set could lead to better accuracy, but also come
with more human labeling efforts for attackers. Note that this
experiment did not involve color or material questions. This
is a preliminary attacking experiment. We would like to in-
vestigate better attacking approaches in the future.

We then applied neural style transfer to the test images
and got a stylized test set. Using the previous model, the
accuracy on the stylized test set was smaller than 1%. This
validates the effectiveness of using neural style transfer for
CAPTCHAs. Note that if the previous model was finetuned
with a few stylized training samples, its performance could
quickly rise to the same level as on the original test images.

6. CONCLUSION

This paper reported our investigation of using visual reason-
ing in the CAPTCHA design. This CAPTCHA askes users
to locate particular object(s) in an image according to the re-
quirement of a text query. We use synthetic images with 3D
shapes (e.g., geometric shapes, numbers, English letters, etc)
for image generation. The text queries involve many aspects
of visual reasoning, such as object identification, comparison,
spatial relationships, etc. We have carried out both controlled
and online experiments to ensure the usability of this design.
A simulated attacking experiment was also conducted to ver-
ify the CAPTCHA security. In addition, we have tried neu-
ral style transfer to generate new images, and its effectiveness
was also confirmed in the experiment. To our best knowledge,
this is the first report on using visual reasoning and neural
style transfer in CAPTCHA design.
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