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ABSTRACT

Face sketch synthesis plays an important role in both dig-
ital entertainment and law enforcement. It can bridge the
great texture discrepancy between face photos and sketches.
Most of the current face sketch synthesis approaches directly
learn the relationship between the photos and sketches, and
it is very difficult for them to generate the individual spe-
cific details, which we call rare features. To address this
problem, in this paper we propose a novel face sketch syn-
thesis through residual learning. In contrast the traditional
approaches, which try to construct the sketch image directly,
we aim at predicting the residual image (between the photo
and sketch), given the photo observation. In addition, we also
introduce a couple dictionary learning algorithm through pre-
serving the local geometry structure of data space, which is
usually ignored by existing methods. Our proposed method
shows impressive results on the face sketch synthesis task,
when compared with some state-of-the-arts including some
recent proposed deep learning based approaches.

Index Terms— Face sketch synthesis, residual learning,
dictionary learning, locality-constrained representation

1. INTRODUCTION

Face sketch synthesis refers to infer a face sketch from a fa-
cial photo given some photo and sketch training pairs, which
can be seemed as one of the cross-modal image transforma-
tion problem [1, 2]. It is a very active research topic because it
can narrow the gap between different modalities, which is the
biggest obstacle to cross-modal face recognition [3, 4]. For
example, surveillance cameras have been widely used in se-
curity and protection systems. They can provide very impor-
tant clues about objects for solving a case, such as criminals
[5, 6]. However, the object is so far away from the camera
that the resolution of the interested face in the picture is too
low to provide helpful information [7, 8]. More generally, the
surveillance camera system may not shoot the suspect’s face
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Fig. 1. Illustration of (c) residual image by subtracting (b)
photo image from (a) sketch image. Given a photo image, tra-
ditional face sketch synthesis approaches try to directly pre-
dict the sketch image, while our proposed method aims at pre-
dicting the less specific residual image.

image at all, and there is no information other than the wit-
nesses’ descriptions. A sketch drawn by the artist is usually
taken as the substitute for suspect identification [9]. There-
fore, face sketch synthesis can be seen as a tool that bridges
the great texture discrepancy between face sketches and pho-
tos [10, 11, 12].

Prior Work. Thanks to the rapid development of ma-
chine learning technologies, there are many learning-based
face sketch synthesis methods have been developed since
the pioneer work of [13, 14, 1]. They can overcome the
problem that traditional image-based methods cannot well
mimic the sketch style and their reconstructed sketches are
more like photos [15, 16]. Similar to these manifold learn-
ing based face hallucination methods [17, 18], the common
idea of these learning-based approaches is to embed the local
manifold structure of photo/image patch space to that of the
image/photo space based on the manifold assumption which
states that the coupled spaces share the similar local geome-
try structure [19, 20]. Specially, given an input photo image
(here we take face sketch synthesis as an example, the same
as the photo sketch synthesis), they firstly divide the photo to
small patches. For each testing photo patch, they search K
most similar patches from the photo patch training space, and
they obtain the optimal combination coefficients by minimiz-
ing the linear reconstruction error of the testing photo patch
with its K nearest neighbors or sparse neighbors. Based on
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the manifold assumption, the output of sketch image can be
predicted with the corresponding K most similar patches or
sparse neighbors from the sketch patch training space and the
same optimal combination coefficients. In order to comply
the compatibility between neighbor patches, Markov random
fields (MRF) [1, 21] and Markov weight fields (MWF) [22]
based regularizations have been widely used. Most recently,
some methods that benefit from the deep learning technolo-
gies have emerged, such as GAN [23], deep graphical feature
learning [24], and fully convolution networks [25, 26, 27].

Motivations. However, when the number of training sam-
ples is limited, it is very difficult for these learning-based
methods to predict the individual specific details of the input
image, which we call rare features in this paper. Therefore, in
this paper we proposed a novel face sketch synthesis frame-
work through residual learning. As some of the rare features
is eliminated by subtraction (as shown in Fig. 1), this great-
ly reduces the difficulty of learning and prediction. Mean-
while, in order to predict the residual images more accurate-
ly, we further develop a local geometry constrained photo-
sketch (residual) couple dictionary learning algorithm, thus
transforming the face sketch synthesis from the image space
to a new and compact space spanned by the learned dictionary
atoms, where the manifold assumption can be better guaran-
teed. Experimental results on three public photo-sketch face
databases show the superiority of the proposed method over
some state-of-the-art including some recent proposed deep
learning based approaches.

2. THE PROPOSED METHOD

Observing that the sketch differences of individuals are nar-
rowed by subtracting the photo image from the correspond-
ing sketch image, in the paper we propose a novel face sketch
synthesis framework based on residual learning, which will
make it much easier to predict the rare sketch features for an
input photo. In the following, we will present the details of
the proposed method. Note that when we mention the sketch
dictionary or sketch images, we mean their residual ones to
make the statement more concise and convenient.

We first introduce some notations used in this paper. The
aim of face sketch synthesis is to predict the sketch xs

t of an
observed photo xp

t , givenN pairs of training photos and train-
ing sketches, Xp and Xs. Here, the subscript “t” is used to
indicate the test image, the superscripts “p” and “s” are used
to indicate the photo and sketch respectively. As for a local
patch based approach, we divide the input photo, the photo
and sketch images into small patches according to the posi-
tion, xp

t(i,j), X
p
(i,j) and Xs

(i,j), respectively, where the term
(i, j) indicates the location of the patch at the i-th row and
the j-th column. As discussed above, we extend the training
samples by incorporating all the candidate patches around the
position patch. In order to make the expression more concise,
we directly use Xp

(i,j) and Xs
(i,j) to denote the extended train-

ing patches. If it does not lead to misunderstanding, we also
drop the term (i, j) in the following.

The main idea of patch based methods is to transform the
patch representations from the photo (observation) space to
the sketch (target) space. Thus, the key problem is how to ob-
tain the optimal representations of an input photo patch. K n-
earest neighbor and sparse neighbor are the most widely used
constraints for patch representation [19, 20]. However, the
former will induce the over- or under-fitting problem, while
the latter cannot exploit the locality prior of the data space.

To preserve the local geometry structure of data space, we
introduce a local manifold geometry constrained representa-
tion method. In particular, the representation apt of an input
photo patch xp

t can be obtained by minimizing the following
reconstruction errors:

apt = argmin
ap
t

‖xp
t −Dpapt ‖

2
F + λ‖ct � apt ‖

2
2

s.t. 1Tapt = 1,
(1)

where� denotes the element-wise multiplication, ct is aK×
1 vector and denotes the locality adaptor that gives different
freedom for each basis element proportional to its similarity
to the input sample xp

t , ckt = ||xp
t−d

p
k||2, k = 1, 2, ...,K, the

parameter λ is used to balance the contribution between the
reconstruction error and locality prior. The sum-to-one con-
straint follows the shift-invariant requirements of [28]. Here,
we assume that we have learned the photo-sketch couple dic-
tionary, Dp and Ds, with K elements.

Acquiring the optimal photo patch representation apt , the
target sketch patch xs

t can be generated by the linear combina-
tion of the sketch dictionary and the representation obtained
by the observed photo patch:

xs
t = Dsapt (2)

2.1. Locality-constrained Photo-Sketch Couple Dictio-
nary Learning

In all the above discussions, we have assumed that the dictio-
nary is given. Recently, sparse dictionary learning has been
widely used to recover the underlying structure in many kind-
s of natural data. Instead of working directly with the image
patches sampled from the training database, it learns a com-
pact dictionary and representation for these patches to capture
the sparsity prior, significantly improving the speed of the al-
gorithm and reconstruction and analysis accuracy [31, 32].
However, algorithms of this type do not preserve the informa-
tion of data locality, i.e., two very similar image patches may
get two completely different representations. This is not what
we expect because it cannot faithfully depict intrinsic mani-
fold geometry of data space. It has been pointed out in [28]
that locality is more essential than sparsity, as locality would
imply sparsity but not necessarily vice versa. By incorporat-
ing the locality constraint, it can achieve locality and sparsity
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(a) Photo (b) Sketch (c) MRF [1] (d) MWF [22] (e) SSD [29] (f) RSLCR [30] (g) FCN [25] (h) GAN [23] (i) Our

Fig. 2. Four groups of face sketch synthesis results on three databases.

simultaneously [33]. This motivates us to propose a locality-
constrained photo-sketch couple dictionary learning algorith-
m which can guarantee performance and convergence.

Similar to [34], we decompose the couple dictionary
learning problem to the dictionary optimization of one do-
main (i.e., the photo training samples) and performing pseudo
inverse for the other domain (i.e., the sketch training samples)
while preserving the same representations. The problem of
learning a photo patch dictionary Dp for locality represen-
tation, in its most popular form, is solved by minimizing
the energy function that combines squared reconstruction
errors and the locality penalties C on the representations
A = [ap1,a

p
2, ...,a

p
N ]:

(Dp,A) = argmin
Dp,A

‖Xp −DpA‖2F + λ
N∑
i=1

‖ci � ai‖22
s.t. 1Tai = 1, ∀ i = 1, 2, · · · , N.

(3)

where ci is a K × 1 vector that gives different freedom for
each basis element proportional to its similarity to the input
sample xp

i . The objective function of (3) can be solved itera-
tively optimizing Dp(A) based on existing A(Dp) [28].

The next step is the sketch patch dictionary Ds construc-
tion, given the photo patch dictionary Dp and the representa-
tions A. Based on the assumption that the photo-sketch pairs
share the same representations A, the sketch patch dictionary
Ds is defined to be the one that minimizes the mean approxi-
mation error, i.e.,

Ds = argmin
Ds

‖Xs −DsA‖2F . (4)

The solution of the problem (4) is given by the following
Pseudo-Inverse expression (given that A has full row rank):

Ds = XsA+ = XsAT (AAT )−1. (5)
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3. EXPERIMENTAL RESULTS

In this section, we describe the details of experiments per-
formed to evaluate the effectiveness of the proposed shallow
residual learning based framework for face sketch synthesis.
We compare our method with several recent state-of-the-art
methods including the MRF [1], the MWF [22], spatial s-
ketch denoising (SSD) [29], random sampling and locality
constraint for face sketch synthesis (RSLCR) [30], and two
deep learning based methods, the fully convolutional network
(FCN) based method [25] and GAN based method [23]. The
experiments are carried out on the public CUHK database [1]
(88 samples for training and the remaining 100 for testing),
AR database [35] (80 samples for training and the remain-
ing 43 for testing), and XM2VTS database [36] (100 samples
for training and the remaining 195 for testing). In our exper-
iments, all face images are cropped into 250×200. Similar
to previous work, we also divide the databases into training
samples and testing samples.

Table 1. The face recognition results of comparison methods
with different reduced dimensions by NLDA. The best and
second best results are marked in red and blue, respectively.

Dim 5 10 20 50 100 149
MRF [1] 44.97 67.15 77.95 84.23 86.81 87.34

MWF [22] 52.07 72.47 82.39 89.34 91.81 92.13
SSD [29] 47.37 68.70 78.22 86.84 90.21 90.35

RSLCR [30] 70.64 87.10 93.27 96.70 97.71 98.06
FCN [25] 66.54 85.61 91.54 95.05 96.22 96.62
GAN [23] 64.04 82.26 89.15 92.23 92.93 93.16

Our 73.30 88.61 93.89 97.09 97.82 98.18

Fig. 2 shows the results of face sketch synthesis with
different methods. The first and second columns are the input
photos and original sketches. From the third column to the
last column, they are the results of four shallow learning based
methods (MRF [1], MWF [22], SSD [29], and RSLCR [30]),
two deep learning based methods (FCN [25]and GAN [23]),
and our proposed method. These shallow learning based
methods either fail to obtain clear contours (please refer to
the results of MRF [1] and MWF [22]) or are too smooth
(please refer to the results of SSD [29] and RSLCR [30]).
FCN [25] seems can synthesize some detailed features, but
will also introduce some unexpected distortions. The result-
s of GAN [23] are sharp and look very pleasant, but they
lost the rare details, such as the headdress of the first person
and the hair of the second and third person. By predicting
the residuals (instead of the sketch), our approach avoids the
difficulty of directly predicting the individual specific and
rare features of sketch images. As shown in the results, our
method can well predict the rare features while the compar-
ison methods tend to smooth these regions. Please carefully
check the headdress, hair, glasses and other details.

Following [20, 30, 23], we randomly select 150 synthe-
sized sketches and the corresponding ground-truth sketches
to train the classifier. The remaining 188 sketches are used as

the gallery. We repeat the experiment 20 times by randomly
dividing. Table 1 shows the recognition rates versus feature
with different dimensions by NLDA [37]. It should be noted
that as an LDA based method, the maximum reduced dimen-
sionality of NLDA is equal to C − 1, where C is the class
number and is set to 150 in our experiments. Our method
could achieve the best performance under various dimension-
s. GAN based method [23] can get a good visual result, but its
face recognition rate is relatively poor. This is mainly because
that sharp edge of reconstructed sketch images by GAN [23]
do not mean high fidelity.

4. CONCLUSIONS

In this paper, we advocated a novel framework toward face
sketch synthesis with residual learning. We observed that
it is much easier for a learning based method to predict the
individual specific and rare features of the target sketch image
from the residual sketches than from the original sketch im-
ages. In addition, we also proposed a novel photo-sketch cou-
ple dictionary learning approach through exploiting the local
manifold geometry of data space. Experiments demonstrate
the superiority of our method when compared with some
state-of-the-art including some recent proposed FCN [25]
and GAN [23] based deep learning approaches, especially
when the input photo has some specific features that rarely
appear in the training database.
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