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ABSTRACT

Current state-of-the-art action recognition approaches rely on optical
flow to extract the local motion information and ignore the impor-
tance of global description of the videos. In this paper, we present a
novel architecture, named Multi-Glimpse Network (MGN), to boost
the performance of action recognition by combining the local and
global information of the videos. Specifically, MGN makes pre-
dictions through two important modules, Local Glimpse and Global
Glimpse. Local Glimpse extracts the local spatiotemporal features of
different periods using temporal sampling method. Global Glimpse
aggregates the extracted local features to develop global description
of the videos. These two modules are complementary and indispens-
able. Our MGN achieves competitive results on four video action
benchmarks of UCF101, HMDBS51, ODAR and Penn.

Index Terms— Action Recognition, Multi-Glimpse, Temporal
Sampling, Global Description

1. INTRODUCTION

Video-based action recognition has attracted a significant amount of
attention from the academic community, owing to its potential appli-
cations in many areas such as human-computer interaction and secu-
rity surveillance. However, it is still a challenging task due to the
large variations of scale, viewpoint and camera motion in videos. To
address these challenges, many attempts have been made to improve
the robustness and performance of recognition systems [1, 2, 3, 4, 5].

Initially, several local descriptors have been proposed to rep-
resent the 3D volumes extracted around the interest points, such
as Histogram of Gradient (HOG) [6], Histogram of Optical Flow
(HOF) [7] and 3D Histogram of Gradient (HOG3D) [8]. After-
wards, a more powerful feature, Improved Dense Trajectories (IDT)
[2], which extracts HOG, HOF and Motion Boundary Histograms
(MBH) [6] features along the trajectories computed with the inter-
est points in frames of videos, has been proposed and dominated the
field of video analysis for years. Despite their superior performance,
features such as IDT fail to represent the semantic information of
videos. In human action recognition, there are two types of cor-
related and crucial information: appearance and motion, which are
complementary to each other. However, these traditional manually
designed features are hard to capture these two types of information
simultaneously. In addition, recognition systems using these features
are easy to be misled by similar backgrounds and agents of actions.

Recently, Convolutional Neural Networks (CNNs) have wit-
nessed the great success in many domains such as image classifi-
cation [9, 10, 11, 12], detection [13] and segmentation [14]. To
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Fig. 1. MGN: Three snippets are chosen from one input video and
run through two paths to produce multi-attention features. Local
prediction and global prediction are made with corresponding multi-
attention features and finally final prediction of MGN is refined from
both of them.

improve the recognition performance, researchers have been trying
to design effective neural network structures for action recognition
in videos [15, 16, 17, 18]. Karpathy et al. [3] tested four different
ConvNets on a large video dataset (Sports-1M) but got the poor per-
formance, which implied that 2D convolutional filters can’t capture
temporal information directly from stacked frames. To deal with this
issue, Simonyan et al. [4] proposed two-stream ConvNets composed
of the spatial and temporal network, of which the spatial network
captured the features of appearance while the temporal network
captured the dynamic features of motions from the pre-computed
optical flow. Further, Christoph et al. [19] fused two-stream network
spatially in an attempt to align the spatial and temporal informa-
tion and boosted the performance. Despite the better performance
than traditional methods, the dependance on optical flow will lead
to heavy computation. To avoid this, Tran et al. [5, 20] designed
3D CNNs to capture the spatiotemporal features from the frames
of videos directly. However, the approaches aforementioned aren’t
capable of dealing with actions of long-range like Rock Climbing.
To address this, Wang et al. [18] proposed a temporally segmental
network to exploit the information of different segments in videos.
And Joe et al. [21] used LSTMs to learn the long-term information
from videos by aggregating the frame-level features.

Long-range temporal information is crucial for video-based
action recognition. However, only a proportion of frames con-
tain class-specific information. When we see different parts of the
videos, we will have a new attention and obtain different informa-
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tion. Motivated by this, we propose the Multi-Glimpse Network
(MGN) as shown in Fig. 1, which makes video-level prediction
through Local Glimpse and Global Glimpse. In MGN, feature ex-
traction is implemented with the convolutional part of Res3D [20]
and shared by Local Glimpse and Global Glimpse. Specifically,
these two modules extract features from three short snippets, which
are sampled from videos using temporal sampling method. In [18],
Wang et al. divided a video into K segments of equal durations
and each snippet of optical flow or single frame was sampled from
the corresponding segments. In contrast, we allow the sampled
snippets to overlap over each other for a small part to augment the
datasets and encourage the correlation of three parts of the video to
be exploited by our network. And we only use single network to
capture both the appearance and motion information simultaneously
with only RGB input. In order to avoid absorbing all information
without selection, multi-glimpse attention mechanism is introduced
to preserve the most relevant features from different snippets.
Summarily, our contributions are as follows:

e We introduce temporal sampling method into MGN to learn
local and global spatiotemporal features and it mitigates the
problem of class-inbalance caused by the large variance of
length of the videos.

e In order to preserve the most relevant information, we in-
troduce a multi-glimpse attention mechanism into MGN. For
each snippet of different periods, the corresponding glimpse
of attention will preserve the class-specific features and sup-
press the disturbance of noise.

e We introduce the modules of Local Glimpse and Global
Glimpse, as shown in Fig 2, which are applicable in other
clip-level frameworks. Based on the local and global fea-
tures, these two components make initial predictions from
two different perspectives. And the final prediction is refined
from both initial predictions.

2. MULTI-GLIMPSE NETWORK

Multiple local class-specific features can provide more evidence for
the final prediction. And the global description of videos can be
developed by aggregating different local features. Motivated by the
mechanism that human can capture distinctive information by few
glimpse of the important moments, we show how the Local Glimpse
and Global Glimpse can be combined to boost the performance.

2.1. Network Structure of MGN

In MGN, as shown in Fig. 1, one video is split into three snippets and
spatiotemporal features are extracted from each snippet with 3D con-
volutional filters. After that, multi-glimpse attention is used to de-
velop more robust features by preserving the class-specific semantic
features and discarding the irrelevant information. Then MGN goes
through two paths to make the initial predictions, which separately
constitutes Local Glimpse and Global Glimpse. For Local Glimpse,
each snippet will generate its own predictions which are combined
later as the local prediction while for Global Glimpse global pre-
diction is made after aggregating the local features from each snip-
pet into global description. Finally the final prediction of MGN is
the consensus of local and global prediction. The residual attention
blocks, Local Glimpse and Global Glimpse are shown in Fig. 2.

2.2. Local Glimpse

Current methods usually only exploit the snippet-level features.
However, a single snippet from one video may not contain enough
class-specific information and label noise will impede the perfor-
mance of classification. When we see the videos of HighJump, for
example, we can’t make the correct judgement if we only see the
first few frames before the agent jumps in the final. Motivated by
this, we introduce the Local Glimpse into MGN, which extracts the
features of snippets from different periods of one video and makes
local predictions based on all the local features. To choose different
representative snippets, we exploit temporal sampling method to
choose the snippets that separately sits in the begin, middle and
the end part of the video. Besides, multi-glimpse attention is intro-
duced to preserve the crucial information and suppress the noise like
background movement, where each glimpse is for each snippet.

In our case, multi-glimpse attention block consists of three resid-
ual attention blocks, each of which is composed of attention block,
residual connection and softmax normalization. For the features
extracted from each snippet, the attention block scans the features
through two consecutive 3D convolutional layers and produces the
attention weights. The size of the first convolutional layer is 64 x
1 X 7 x 7 while that of the second is 1 X 1 x 7 x 7. After the
attention block, the resulting attention weights are normalized by a
softmax layer and then combined with the original features. Moti-
vated by [22], we also introduce the residual connection to our atten-
tion block. Residual connection sums the original features and the
features after attention block. In residual attention block, residual
connection allows attention block to keep the good properties of the
original features and weaken the selection ability of attention block
by bypassing the main branch of the block. Notably, the weights
of convolutional layers are shared among all attention blocks. For-
mally, the residual attention block can be formulated as

W, = ¢(W2 o tanh (Wl o F]_)), (])

(@)

where W1, Wy are the weights of convolutional layers and ¢(-) is
the softmax operation. F1, F§ are respectively the original features
of one snippet and the corresponding attention features after mul-
tiplying original features by the attention weights W,. Attention
features of single snippet are not enough to make the correct pre-
diction, so we combine the predictions made with attention features
of each snippet. Three snippets come from the different periods of
the video so they contain different but complementary information.
Formally we name this whole process of feature extraction, multi-
glimpse attention and prediction combination as Local Glimpse.
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Table 1. Exploration of the modules we proposed on UCF101 Table 2. Exploration study of the consensus function of final predic-
(splitl). tion on UCF101 (splitl).
Structure UCF HMDB Consensus Function UCF HMDB
Res3D [20] 85.8% 54.9% Max 88.10% 57.8%
Res3D* 87.8% 58.0% Average 89.20% 59.6 %
Res3D*+Local 88.6% 58.3% Weighted Average 88.53% 59.0%
Res3D*+Global 88.4% 57.9%
MGN 89.2% 59.6%

2.3. Global Glimpse

As explained above in Sec. 2.2, the Local Glimpse can combine
the information from different parts of one video and makes an ini-
tial prediction. However, the simple average combination of differ-
ent predictions from each snippet will make a coarse prediction and
can’t represent the global description of the video. Therefore, we
even introduce the module named Global Glimpse to help make bet-
ter predictions. Global Glimpse aggregates the local features filtered
by multi-glimpse attention to global features and makes a global pre-
diction with the resulting features. Specifically, as shown in Fig. 2,
after the multi-glimpse attention, Global Glimpse fuses the local fea-
tures into global features with the same dimension by a consensus
function and then makes a global prediction. Theoretically, the con-
sensus function to aggregate local features can be any type and we
use max pooling as the consensus function in our final result.

At the end of the Local Glimpse and Global Glimpse, we fuse
the local prediction and global prediction into a final prediction of
the video by average pooling. Therefore the final prediction com-
poses of not only local information from different parts of the video
but the global description, which are complementary to each other
and generate more comprehensive description of the video. For-
mally, the final prediction can be summarized as

P =f(G+1L), 3

where
G = ¢(9(F1,F3, F3)), 4)
L =1((F1), ¢(F2), ¢(F3)). )

where L, G and P are respectively the local prediction, global pre-
diction and final prediction. And I(-), g(-) and f(-) are the consen-
sus function of each of those. The softmax function ¢(-) predicts the
probability based on the local and global feature. We choose average
pooling as I(-), f(-) and max pooling function as g(-) for the final
results below. When learning the network, we employ the loss as

m C

C
L=——>> (P —log) exp(P) + 2| W[5, (6)

i=1j=1 k=1

where y; is the groundtruth label concerning class j, m is the num-
ber of training samples and W is all the learnable weights of MGN.

3. EXPERIMENT

In this section, we first introduce the evaluation datasets and imple-
mentation details of MGN. Then, we demonstrate the effectiveness
of Local Glimpse and Global Glimpse. After this, we explore meth-
ods of the combination of local prediction and global prediction. Fi-
nally we compare the performance of MGN with the state-of-the-art.

3.1. Datasets and Implementation Details

We conduct experiments on two commonly used action datasets
UCF101 [23] and HMDB51 [24] and another two smaller action
datasets ODAR and Penn. UCF101 contains 13K videos and is an-
notated into 101 action classes while HMDBS51 include 6.8K videos
of 51 action classes. We follow the 3-fold cross validation policy
and report the average accuracy for UCF101 and HMDBS51. ODAR
is a challenging dataset of open domain action recognition, which
consists of multiple publicly available datasets such as IXMAS [25]
and KTH [26] with carefully selected action classes that are com-
mon across these datasets. And Penn contains 2326 videos of 15
different actions and human joint annotations for each sequence.

We employ the stochastic gradient descent algorithm to train
the network, where batch size is set to 8 and the weight decay A
is 0.0005. The initial learning rate is initialized as 0.001. We de-
crease it every 10K iterations for UCF101 while every 5K iterations
for other datasets. We stop after 25K iterations. The techniques of
data augmentation we used when training are only horizontal flip-
ping and random cropping because the temporal sampling method
provides a natural data augmentation by choosing different parts of
videos to train. Unless illustrated specially, MGN is pretrained on
Sports1m [3], which is one of the largest video classification bench-
marks. MGN is implemented using Cafte [27].

3.2. Evaluation of MGN

In this section, we focus on the study of the Local Glimpse and
Global Glimpse and demonstrate their effectiveness on splitl of
UCF101. As explained in Sec. 2.2, when learning these models
we employ temporal sampling method. We choose the original
Res3D [20] as our baseline model and compare it with the models
using techniques we proposed. Specifically, we compare 5 settings:
(1)Res3D, (2)Res3D with temporal sampling method (Re3D¥*),
(3)Res3D* with Local Glimpse, (4)Res3D* with Global Glimpse,
(5)MGN. The results are summarized in Table 1. We observe that
the temporal sampling method boosts the performance of original
Res3D, which implies that the number of training data and corre-
lation among different parts of one video are crucial. But due to
the existence of unnecessary information contained in every snip-
pet, we resort to the multi-glimpse attention in Local Glimpse to
filter information like background noise. And it achieves better
performance than simple training using temporal sampling method.
We also notice that simple combination of local predictions can’t
produce a good global description so we further utilize the Global
Glimpse to make a global prediction. Considering the effectiveness
of both components, we combine the results of Local Glimpse and
Global Glimpse in MGN and it achieves the best performance. And
we employ average pooling as f(-) to combine the global prediction
and local prediction in this evaluation experiment.
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Table 3. Comparison to state-of-the-art on UCF101 and HMDBS51.

| Method [ UCF [ HMDB ]
MDI+static-rgb [16] 76.9% 42.8%
C3D [5] 82.3% 50.3%
Res3D [20] 85.8% 54.9%
Two Stream [4] 88.0% 59.4%
LSTMs [21] 88.6% -
TSN [18] (RGB) 85.7% -
| MGN [ 88.7% [ 57.9% ]
| TSN [18] (3 modalities) [ 94.2% [ 69.4% ]

Table 4. Comparison to state-of-the-art on Penn and ODAR.

| Penn ] ODAR ‘
Actemes [28] 73.4% | two-stream [29] 34.8%
C3D [5] 86.0% | SGM [30] 42.9%
Res3D [20] 86.8% | DTN [29] 57.7%
P-CNN [31] 95.3% | Res3D [20] 58.1%
two-stream C3D [32] 95.3% | C3D [5] 60.9%
MGN 93.5% | MGN 63.0%
MGN* 95.5% | MGN* 65.3%

*Note that we only report the clip accuracy of C3D and Res3D.
Models with * are also finetuned from UCF101.

3.3. Exploration Experiment

As aforementioned, Global Glimpse extracts the global features
while Local Glimpse extracts the local information from different
snippets of one video. Therefore the performance of our model
greatly relies on the consensus function to combine them. In this
section we evaluate three candidates:(1) max pooling, (2)weighted
pooling, (3)average pooling for f(-). The results are illustrated in
Table 2. We can see that the average pooling achieves the best per-
formance while max pooling works worst. This demonstrates that
the global information has the same importance as local information
and the average combination of them can yield a more robust predic-
tion. Therefore, we present the result of MGN with average pooling
as the final result and make comparisons with other methods.

3.4. Comparison with State-of-the-Art

In this section, we compare our MGN with the state-of-the-art ap-
proaches on UCF101 and HMDB51 in Table 3, Penn and Odar in
Table 4. Models evaluated on HMDBS51, ODAR and Penn are fine-
tuned from both UCF and Sports1m.

In Table 3 we compare MGN with several deep architectures on
UCF101 and HMDB51. Notably, not all of them are directly com-
parable due to the difference of basic architectures, training tech-
niques and input modals. Among them the most comparable models
are C3D [5], Res3D [20] from which we build our model and other
models using only RGB input. As shown in Table 3, we achieve
better accuracy than C3D by 6.4% and Res3D by 2.9% on UCF101,
which demonstrates the effectiveness of Local Glimpse and Global
Glimpse in MGN. We also outperform C3D by 7.6% and Res3D by
3.0% on HMDBS51. Notably, when testing Res3D averaged the pre-
dictions of 10 clips in one video to get the final prediction while we
only exploit the local and global information using 3 snippets from
one video. Therefore We achieve better accuracy with less infor-
mation. When comparing to the two-stream approaches [4, 18], we
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Fig. 3. Confusion matrix of MGN on ODAR dataset.

achieve poorer accuracy for reasons that they use the pre-computed
optical flow to extract the temporal features and fused the results
of two different networks. [18] even exploits 3 input modalities to
boost the accuracy. But optical flow is storage-demanding and slows
down the speed of inference due to the heavy computation, which
will prohibit the applications in real world. Instead we extract spa-
tiotemporal features from RGB frames directly and implement faster
inference when achieving promising accuracy. Therefore less com-
putation is need by MGN. And we don’t use the frame-level and
IDT features either. As we can know, MGN achieves the best per-
formance of methods using only RGB input and single network.

In Table 4 we compare MGN with state-of-the-art methods on
Penn and ODAR. Specifically, we compared it with both traditional
methods such as [2],[28],[33] and deep learning approaches such as
[29], [31] and [32]. As can be seen, MGN finetuned from UCF101
achieves the best accuracy and outperforms the state-of-the-art on
both datasets. It shows that our model has a better ability of cross-
domain generalization than other methods such as Res3D. We show
the confusion matrix of ODAR in Fig. 3. We can see that MGN
recognizes jump and getup best while confuses celltoear and drink
frequently. There are two reasons for this, where the first reason is
the high inter-class similarities caused by the frequent presence of
same person or similar scene. And the second reason is the com-
plexity due to the characteristic of cross-domain in ODAR dataset.

4. CONCLUSION

In this paper we have presented a new framework called Multi-
Glimpse Network(MGN) to recognize human actions in videos,
which achieves competitive results on 4 benchmark datasets. MGN
principally consists of two important components, Local Glimpse
and Global Glimpse. Local Glimpse and Global Glimpse develop
features from two different perspectives, which complete each other
and produce more robust descriptions of the videos.

In the future work, we will explore a more effective technique to
encode local features to global features and a better method of com-
bining both of them. We anticipate that more distinctive features and
a better consensus function will improve the overall performance.
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