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ABSTRACT

Video change detection, which plays an important role in
computer vision, is far from being well resolved due to the
complexity of diverse scenes in real world. Most of the cur-
rent methods are designed based on hand-crafted features and
perform well in some certain scenes but may fail on others.
This paper puts up forward a deep learning based method to
automatically fuse multiple basic detections into an optimal
one. Specifically, a convolutional fusion neural network is
designed to obtain an adaptive fusion strategy based on fea-
tures extracted from video content. Limited by the amount
of available labeled dataset for change detection, this paper
leverages an extractor that well trained on external dataset
to improve generalization. Experiments show that the pro-
posed method generates state-of-the-art result compared with
nine recent outstanding algorithms and it performs well for
diverse scenarios such as dynamic background, camera jitter
and night videos.

Index Terms— Change detection, convolutional neural
network, video features, background subtraction

1. INTRODUCTION

The detection of changes within video streams usually comes
first in the queue of computer vision and video processing, in-
cluding visual surveillance, video retrieval and smart environ-
ments. All the applications require robust change detection
algorithms with high precision as a pre-processing step. To
achieve a robust solution in practice, many challenges should
be addressed such as illumination changes, dynamic back-
ground, camera jitter and night videos.

The last decade has witnessed many significant improve-
ments on change detection which is also called background
subtraction. These algorithms can be classified into diverse
categories such as statistical models [1], cluster models [2],
estimation models [3] and sparse models [4]. To the best of
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our knowledge, although there are numerous work that per-
forms well in some types of videos, there is no single tra-
ditional algorithm which can simultaneously address all the
key challenges in real-world videos. This is because most
traditional algorithms depend on feature engineering [5] and
parameter tuning [6]. Each of them was developed in several
different contexts under different challenges.

Recently, a few convolutional neural network (CNN)
based video changes detection methods are proposed. These
learning based algorithms can learn network parameters
from data without manual feature selection. Wang et al [7]
proposed an interactive moving objects segmenting method
based on CNN. This method can produce segmentation la-
bel with comparable accuracy to human beings. However,
the method is not fully automatic and the model should be
re-trained for new scene. M. Babaee et al [8] proposed a
background subtraction system which combines traditional
background modeling and CNN based foreground classifica-
tion algorithm. Although the algorithm outperforms many
previous traditional methods without deep learning, its per-
formance still can be improved, especially generalization
capability.

An obstacle to the development of learning based method-
s is the absence of a realistic large-scale dataset with accurate
ground-truth. Therefore, impressive performance is hard to
achieve by end-to-end network architecture without adequate
training data. To address this problem, we attempt to combine
the ability of extracting high-level features of CNNs and the
well-directed performance of traditional algorithms for cer-
tain challenges. Based on the intuition, a robust change de-
tection scheme based on convolutional fusion neural network
(RCDFNN) is proposed to automatically integrate the tradi-
tional methods into a robust one with improved performance.
In the proposed scheme, a well trained CNN is used to extract
high-level features from video frames. Based on the features
which describes the characteristics of the video content, a fu-
sion network is designed to combine raw detection results of
several traditional methods using optimal integration strate-
gy. Moreover, careful fine-tuning for extractor network pre-
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Table 1. The performance of four recent change detec-
tion methods for different challenges in terms of f-measure.
The challenges include dynamic background (dyn.bg), night
videos (night), camera jitter (cam.jit), turbulence (turbu)
and thermal (therm). Red color indicates the best perfor-
mance and green color indicates the worst performance.

Method FMdyn.bg FMnight FMcam.jit FMturbuFMtherm

PWACS [11] 0.894 0.415 0.813 0.645 0.828
EFIC [17] 0.578 0.655 0.713 0.671 0.849
SharedModel [13] 0.822 0.542 0.814 0.734 0.832
WeSamBE [16] 0.744 0.593 0.798 0.774 0.796

vents the algorithm from over-fitting on the limited training
data. Thus, the generalization of the method is improved. E-
valuations on the 2014 ChangeDetection.net (CDnet) dataset
[9] indicate that the proposed method outperforms 9 recently
proposed methods [8, 10–17] in terms of average ranking of
commonly used metrics.

The rest of this paper is organized as follows. Section
2 will introduce the framework of the proposed integration
scheme as well as the details of the CNN architecture and
training scheme. Experimental results will be given in Section
3, and conclusions are made in Section 4.

2. THE PROPOSED CNN BASED CHANGE
DETECTION SCHEME

Most traditional change detection algorithms depend on hand-
crafted features and are designed for some types of scenes
with specific challenges. Table 1 shows the performance of 4
recent algorithms in terms of f-measure [9] for different chal-
lenge types. The results show that different algorithms have
different application scenarios and some of the algorithms are
complementary. For example, PWACS [11] performs the best
for dynamic background but can not handle night videos well
while EFIC [17] is just the reverse.

Instead of designing a new complex change detection al-
gorithm for handling various challenges simultaneously, we
attempt to design a new framework to integrate the comple-
mentary strength of existing methods, which perform well for
some scenes individually, into a robuster one based on the
features extracted from video content.

Considering the trade-off between efficiency and com-
plexity, this paper utilizes the aforementioned 4 complemen-
tary detection algorithms as basic detectors and compensates
for its shortcomings with each other in different scenes. The
parameters used in these algorithms are set as the same as
reported in CDnet website.

The proposed framework is shown as Fig.1. There are
3 components in this framework and they are described as
follows. 1). Basic detectors: several traditional change de-
tection algorithms serve as weak detectors providing raw seg-
mentation results. 2). Feature extraction network (NET e):

Basic detector 1

Basic detector 2

Basic detector 3

Basic detector 4

Feature extraction 

network

  

Fusion

network

( )eNET
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Fig. 1. Framework of the proposed change detection scheme.

A CNN extract features from video content as a descriptor
of the video characteristics. The descriptor is used to guide
the fusion network. 3). Fusion network (NET f ): A CNN
learns the fusion weights to integrate the raw results into an
optimal one based on the characteristics of the video content.

In the procedure of the proposed method, basic detection
methods work simultaneously to generate raw results for the
current frame. Meanwhile, NET e takes adjacent frames as
input to extract features of the video content. Then, the fea-
tures are fed into NET f to decide how to integrate the basic
results into an optimal one. The details of the two networks
are described in the next sub-sections.

2.1. Feature extraction network

Convolutional neural networks have recently been very suc-
cessful in a variety of computer vision tasks, such as large-
scale image classification by Krizhevsky et al [18]. The main
reason is that CNN is capable of learning its own features
which is far better than hand-crafted features. Therefore, the
scheme will utilize CNN to extract high-level features to de-
scribe the characteristics of video frames.

Training a CNN from scratch as a feature extractor for the
proposed scheme is almost impossible because of the lack of
training data. There have been many successful precedents
for using a trained network as feature extractor from some
tasks for another new one, such as object tracking [19], im-
age style transforming [20], etc. Inspired by those work, the
scheme applies a VGG-16 [21], which is already well trained
for image classification, as the feature extractor. However,
VGG-16 is originally designed for processing a single image
rather than video frames. In this paper we design a network
for video feature extraction as shown in Fig.2. A sliding win-
dow with N frames centered around the current one are fed
into VGG-16 in sequence. The feature maps generated by
VGG-16 of these frames are stacked into deeper feature maps
as a descriptor for the video content.

More specifically, feature maps of ‘conv5 2’, which re-
flect high-level semantic of the video content, are stacked as

1913



VGG-16     fed

sequentially

generate

features

stacked

together

N frames N feature maps Video discriptor

Fig. 2. VGG-16 is used as video feature extractor. Feature
maps of ‘conv5 2’ are stacked and sent to integration deci-
sion maker and those from ‘conv2 2’ are chosen for post-
processor.

feature f and sent to NET f . It is worth noting that the VGG-
16 has been already trained well on a large-scale image set
[22]. Thus, to avoid over-fitting on the limited training videos,
the network should be fine-tuned carefully by new training
data for change detection.

2.2. Fusion network

For a given video with some types of challenges, the fusion
network is designed to obtain an optimal fusion strategy to
combine these raw results of basic detectors into a better one.
The strategy uses a linear combination of raw results to pro-
duce an optimal one as follows,

s =

C∑
c=1

p(c)� r(c) (1)

where r(c) ∈ BH×W is the cth basic detector’s result which
is a 2 dimensional binary map. C is the number of raw de-
tections and H , W are the height and width of the video
frame respectively. s ∈ RH×W is the fusion result which
is a weighted sum of the ones of raw results at pixel level.
p ∈ RH×W×C is the optimal weights maps which reflect-
s the integration strategy. This paper defines a fusion layer
implementing the operation described in Eq.1. Intuitively, if
one of the basic detector performs better for the current video
with a certain challenge than others, the weight for the result
of this detector should be larger relatively. Therefore, the fu-
sion weights p is related to the video content and is computed
as follows,

p(c) =
em(c)∑C

k=1 e
m(k)

(2)

m = F (f ;ω),m ∈ RH×W×C (3)

Where f ∈ RH
16×

W
16×512N represents the feature maps from

NET e mentioned in Section 2.1. m is the output of a com-
plex nonlinear function with parameters ω and input f . p(c)
is the output of soft-max layer with m as input. It is also ex-
plained as the posterior probability that the cth basic result is
the best one given the descriptor of the current video.

Obviously, function F for m is the key of obtaining the
optimal prediction of p. In this paper, a CNN is trained to

approximate F for its great nonlinear expression ability. The
network architecture is shown as Fig.3. Video feature f to-
gether with raw results b are fed into the network and s is
the output. Within NET f , deconvolution layer [23] is used
to decode the high-level video features into fusion weights
for the raw results. Sub-pixel layer [24] is used to re-order
the weights into a pixel-level fusion maps. Activation layer-
s enhance the nonlinear ability. The network is supposed to
learn that given video frames with a certain type of challenge,
which basic change detection algorithm performs the best.
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Fig. 3. Architecture of the fusion network. ‘Conv’ and ‘De-
conv’ represent convolution and deconvolution layer respec-
tively. ‘Relu’ means the activation is applied following ‘Con-
v’ or ‘Deconv’. K is the size of convolution kernel. S repre-
sents stride size and D is the depth of feature maps.

2.3. Training the networks

In the proposed method, NET e and NET f are involved in
the training process. The parameters of these CNNs should be
optimized by back propagation [25] for the change detection
task. To train the networks effectively, the loss function is
defined as the mean square error between the fusion result
and the ground truth map shown as Eq.4.

L =
1

H ×W

H×W∑
i=1

(g(i)− s(i))2 (4)

The results of change detection are binary maps with 0 and 1
representing background and foreground respectively. In this
paper, basic results and the ground truth are transformed by
replacing 0 with −1 for back propagation in training stage.
Therefore, the fusion result is a continuous number ranging
between -1 and 1 while training. In testing stage, the output
is turned into binary map finally shown as Eq.5.

s∗(i) =

{
1, s(i) > 0

0, s(i) <= 0
(5)

3. EXPERIMENT RESULTS

The CDnet 2014 [9] is the largest realistic change detection
data set consisting of 53 videos with pixel-wise ground-truth.
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Table 2. The performance of the proposed RCDFNN method and 9 recent outstanding change detection methods in terms of 6
metrics and the average ranking. Red color indicates the best performance. ↓ indicates the smaller the better for the metric and
↑ is the opposite.

Method FPR ↓ FNR ↓ PWC ↓ Re ↑ Pr ↑ FM ↑ Average rank
RCDFNN 0.0054 0.2432 1.4955 0.7568 0.8543 0.8026 2.33
IUTIS-5 [10] 0.0040 0.2764 1.4951% 0.7236 0.8832 0.7954 2.50
PWACS [11] 0.0037 0.3009 1.5673% 0.6991 0.8868 0.7819 3.17
FTSG [12] 0.0054 0.2830 1.6555% 0.7170 0.8475 0.7768 4.17
SharedModel [13] 0.0080 0.2698 1.8105% 0.7402 0.7950 0.7666 5.17
CwisarDRP [14] 0.0032 0.4124 1.9642% 0.5876 0.8848 0.7062 6.50
WeSamBE [16] 0.0059 0.3418 1.9423% 0.6582 0.8228 0.7314 6.83
SubSENSE [15] 0.0076 0.3026 1.9450% 0.6974 0.7935 0.7423 7.00
DeepBS [8] 0.0060 0.4047 2.1983% 0.5953 0.8068 0.6851 8.33
EFIC [17] 0.0134 0.3181 2.5639% 0.6819 0.6812 0.6812 9.00

It is used for performing experiments in this paper. More
specifically, each video is separated into two equal-sized non-
overlapping sub sequences, where the first one is for training
and the second one is for testing.

The performance metrics are computed using the frame-
work of the CDNET 2014 challenge. The framework is e-
valuated according to the following 6 different measures [9]:
false positive rate (FPR), false negtive rate (FNR), percent-
age of wrong classifications (PWC), recall (Re), precision
(Pr) and f-measure (FM ). An average ranking of the test-
ed algorithms is also computed based on the partial ranks on
these metrics. The training details and test results are shown
as follows.

Training. The sliding window centered around a train-
ing frame together with the related ground truth map form a
training sample. The width of window N is set as 7. Each
mini-batch uses an 128 × 128 patch randomly cropped from
these samples. The Adam optimizer [26] is used with ε = 1.0,
β1 = 0.9 and β2 = 0.999 and the system is trained with a to-
tal of 4.0M steps. For learning rates, we set lrf = 10−4,
lre = 10−7 for NET e and NET f respectively.

Fig. 4. Examples of binary masks created by IUTIS-5 [10]
and the proposed RCDFNN. Images in the first column are the
original frames extracted from category cam.jit, dyn.bg and
night respectively. The second column is the ground truth.
The results of IUTIS-5 and RCDFNN are shown in the third
and the fourth columns.

Test results. In addition to the basic methods, 5 other re-
cent change detection algorithms with good performance are
chosen for comparison. The overall result of performance
comparisons is shown in Table 2. In this table, the result
of RCDFNN outperforms all the other methods in the terms
of the average ranking. Compared with IUTIS-5 which also
combines several basic methods, the proposed RCDFNN us-
es high-level video features extracted from CNN to obtain ro-
buster fusion result. And compared with deep learning based
method DeepBS, the proposed method also shows better gen-
eralization ability, benefiting from the fusion strategy and the
training scheme. Fig.4 shows some examples of binary re-
sult created by the proposed RCDFNN and the best method
IUTIS-5 among the 9 compared ones. As we can see, for d-
ifferent scenarios, RCDFNN produced detection results with
higher precision and lower false alarm. Moreover, the predic-
tion map is more homogeneous visually. The testing results
have proven the adaptability and robustness of the proposed
method.

4. CONCLUSION

In this paper, an integration scheme for change detection is
proposed. Although no single change detection method can
address all challenges, they are complementary for different
scenes. Thus the proposed method fuses the results of sever-
al existent methods into a robust one which is more adaptive
to different challenges. The fusion weights is obtained based
on the features extracted from the video content. Two CNNs
are applied as the feature extractor and fusion network. The
proposed networks can be trained in an end-to-end way. Com-
parison with recent methods shows that the proposed method
has achieved state-of-the-art performance.
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