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ABSTRACT

Uneven illumination and shadows in document images cause
a challenge for digitization applications and automated work-
flows. In this work, we propose a new method to recover un-
shadowed document images from images with shadows/un-
even illumination. We pose this problem as one of estimating
the shading and reflectance components of the given original
image. Our method first estimates the shading and uses it to
compute the reflectance. The output reflectance map is then
used to improve the shading and the process is repeated in an
iterative manner. The iterative procedure allows for a gradual
compensation and allows our algorithm to even handle diffi-
cult hard shadows without introducing any artifacts. Experi-
ments over two different datasets demonstrate the efficacy of
our algorithm and the low computation complexity makes it
suitable for most practical applications.

Index Terms— Shadow Removal; Document Analysis

1. INTRODUCTION

The prolific increase of smart phone usage has put internet
and cameras into every pocket and that has led to significant
changes in document work-flows. Given the easy access and
the ease of sharing, camera phones are slowly replacing scan-
ners as the mainstream document capture devices. However,
the uncontrolled nature of the capture gives rise to degrada-
tions in the captured document. One of the common forms
of degradation is shadows or uneven illumination, which can
lead to challenges in automated digital work-flows (for ex-
ample it can reduce accuracies of OCR algorithms). Even in
other general scenarios of document capture for sharing and
conservation purposes (newspaper articles, historical docu-
ments etc.), shadows may make the image difficult to inter-
pret or use. This motivates the need of an algorithm which
can remove the shadows without affecting the relevant details
while preserving the natural color and tone of the document.

In this paper, we propose a novel shadow removal algo-
rithm where we iteratively estimate a shadow map and use it
to compute the unshadowed document image. The iterative
procedure allows our algorithms to compensate the shadows
gradually and organically, which is in contrast to single pass
algorithms which may lead to artifacts when hard shadows are
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Fig. 1. We propose an algorithm for retrieval of unshadowed
images. The figure shows a typical input image, the computed
shading and reflectance images and the retrieved unshadowed
image.

present. Our algorithm decomposes the image into shading
and reflectance components and by applying post processing
over the reflectance output, we are able to preserve the natural
look of the document (a motivating example is illustrated in
Figure 1). This is in contrast to binarization algorithms which
lead to a binary image, solely targeting the OCR application.
We present thorough qualitative and quantitative experiments
to demonstrate the efficacy of our approach, compared to cur-
rent state of the art.

2. RELATED WORK

Early work on shadow removal focused on natural images.
Finlayson et al. [1] posed the shadow removal problem as
one of finding a special direction in a 2D chromaticity fea-
ture space, projecting to which leads to an image which is
approximately invariant to intensity and colour of scene illu-
mination. Guo et al. [2] exploit pairwise pixel similarities to
first detect and then remove shadows. Interactive algorithms
were explored in [3, 4]. It has also been approached as a gen-
eral problem of intrinsic image decomposition [5, 6, 7, 8] in
the wild, which is beautifully described in the work by Bell et
al. [7]. However, these algorithms do not generalize well on
document images.

Several efforts have been made targeting the specific ap-
plication of shadow removal in document images. Most of
these algorithm pose the shadow removal problem, as of in-
trinsic image decomposition. Brown et al. [9] assume a con-
stant border around an image and use it to estimate the re-
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Fig. 2. System work-flow.(a) Input image (b) Image binarized into text and background to obtain M (c) Shading S estimated
using M (d) Reflectance image R derived using S (e) Reflectance after completion of 10 iterations (f) Final tone adjusted output

flectance component. Zhang et al. [10], first estimate text
regions and then inpaint them using the non text pixels. Later
they fit a radial basis function to compensate for local noise.
However, the fitting procedure may adversely affect the hard
shadows or actual local variations present in the image. The
computational load of such an approach is also intractable for
most practical applications.

Oliveira et al. [11] replace the radial basis fitting to a
natural neighbour interpolation mechanism, to account for
pictures or other figures which may be present in the im-
age. However, their method is also computationally heavy
and may fail when excessive interpolation is required. More
recently, Bako et al. [12] utilize variations in global cluster-
ing and local patch level clustering, to compensate for shadow
component. By design such a method can not handle varia-
tions inside the local patch and is also sensitive to the consid-
ered patch size (hence it is also limited against hard shadows).

Finally, some approaches directly segment the image into
black and white (text and non text) and discard all color
and tone information [13, 14, 15, 16]. These approaches are
specifically aimed at the goal of Optical Character Recog-
nition, which is fundamentally different from our approach
where the aim is to improve the document by removing the
degradation caused by uneven illumination and shadows.
However, our approach can be used as a preprocessing step
to improve the OCR accuracies.

3. ALGORITHM

The proposed algorithm is iterative, wherein each iteration en-
compasses: binarization, shading estimation and reflectance
estimation. Post the final iteration, the tone in the reflectance
image is adjusted to produce the final shadow-less image. The
algorithm is illustrated in Fig. 2 with relevant explanation in
the following subsections.

3.1. Binarization

The first step of the system binarizes the input image I into
two sets foreground(text) F and background B represented

in Fig. 2(b). We use Bradley et al.’s [17] adaptive thresh-
olding algorithm with a high threshold for foreground pixels.
A high threshold ensures that none of the text pixels are mis-
classified as background. This gives a binary image M where,
M(x, y) = 0, ∀(x, y) ∈ F and M(x, y) = 1, ∀(x, y) ∈ B.

3.2. Reflectance and Shading Estimation

Decomposing an image into reflectance and shading is at the
core of several image processing problems. The reflectance
captures the inherent properties of the objects in an image and
the shading captures illumination and shading conditions of
the scene. Eliminating the shading component from an image
results in an image devoid of any shadows. Note that, the
shading map for a document image, looks almost exactly like
the input image devoid of any foreground text. Attesting to
this, we obtain a shading map S by keeping the background
pixels to be the same as the input image and replacing the
foreground pixels by interpolating their surrounding back-
ground pixels. Formally:

S(x, y) =


I(x, y) if (x, y) ∈ B

x+dx∑
i=x−dx

y+dy∑
j=y−dy

I(i,j)·M(i,j)

x+dx∑
i=x−dx

y+dy∑
j=y−dy

M(i,j)

if (x, y) ∈ F
(1)

To ensure that the interpolated value is a good estimate, the
neighbourhood window of size dx × dy is adaptively chosen
such that there are at least np number of background pixels
present in the neighbourhood window. In practice, a value of
25 for np works well.

Having obtained the shading map S, the reflectance
R(Fig. 2(d)) of the image is obtained as:

R(x, y) =
I(x, y)

S(x, y)
(2)

For dark shadows, we observe that after a single iteration
of the aforementioned steps, residual shadows still persist in
the reflectance images. To resolve this, the reflectance image
is iteratively passed through the pipeline, until either there are
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Fig. 3. Illustrating the improvement in obtained reflectance
across iterations. Reflectance images after (a) 1 iteration (b)
3 iterations (c) 5 iterations (d) 10 iterations

no changes between the reflectance images in two consecu-
tive iterations, or if the iteration limit is reached. The gradual
improvement in the reflectance image is showcased in Fig. 3

3.3. Tone Adjustment

Upon completion of the iterative procedure, we have 3 im-
ages: R, S and M . Background pixels have values close to 1
in R. To maintain the tone of the original image, we apply a
post processing step. We globally threshold the shading im-
age S using Otsu’s [13] method to get a shadow mask SM ,
and calculate a mean global background color as follows :

gm =

r∑
i=1

c∑
j=1

I(i, j) ·M(i, j) · SM(i, j)

r∑
i=1

c∑
j=1

M(i, j) · SM(i, j)
(3)

The final shadow-less image Î is obtained by scaling the re-
flectance image by gm as follows:

Î(x, y) = R(x, y)× gm

It is worth noting that ∀(x, y) ∈ B, R(x, y) = 1. To en-
sure that none of the pixels belonging to text are lost to the
background, the threshold for initial binarization is kept high,
and the binary image M is dilated with a disc of radius r (we
use a value of r = 5). However, as a result, major portions
of shadows also get classified as foreground pixels in M and
appear in the reflectance image R, as illustrated in Fig. 2(a).
This is precisely why the iterative nature of our algorithm is
crucial. Across successive iterations, the shadows in the re-
flectance images get lighter and narrower, and eventually get
removed. This is illustrated in Fig. 3.

4. EXPERIMENTS

In this section, we present results obtained using our novel
algorithm over two datasets. We also present thorough com-
parisons with the current state-of-the-art.

Average MSE
Bell et al. [7] 125.44
Gong et al. [3] 390.98
Wagdy et al. [15] 74.06
Pilu et al. [18] 67.38
Bako et al. [12] 24.60
Proposed Approach 24.37

Table 1. Results of different approaches on Adobe Dataset

Average MSE
Bako et al. 76.28
Proposed Approach 35.56

Table 2. Comparison of Bako et al’s [12] algorithm with our
approach on proposed HS dataset

4.1. Datasets

Adobe Dataset: The Adobe dataset has been proposed and
used in the work by Bako et al. [12]. This dataset consists of
81 images taken using 11 documents. The images are taken
in a controlled setup with varying degrees of intensities and
shapes of shadows. A corresponding unshadowed ground
truth image is provided for each shadowed image.

HS dataset: The Adobe dataset is limited in terms of range
of shadow intensities in an image. Hence, we propose a more
challenging dataset with harder shadows with sharp transition
between shadowed and non-shadowed regions (calling it HS
dataset). We fix the capturing device over a tripod and take
multiple images of a document using obstructions of varying
shapes. Additionally, we also vary the distances between
obstructions and document, resulting in images with a broad
range of shadow intensities. The image captured without any
shadows is considered as the ground truth for the document,
in consistency with the previous dataset.The dataset com-
prises of 100 images of 10 documents, 10 per each document,
captured using a Moto G5 Plus camera. To simulate varying
use case scenarios, 5 images per document are captured in
sunlight, and 5 under an LED lamp.

4.2. Quantitative Evaluation

We present a quantitative comparison of our approach over
both the datasets using average Mean Squared Error(MSE) to
get a score correlating with similarity between retrieved and
ground truth images. We compare the scores generated using
our algorithm with the scores of the algorithms proposed in
[7], [3], [15], [18] and [12]. The MSE scores for these al-
gorithms along with our approach on Adobe dataset are pre-
sented in Table 1. We have matched the background color
of retrieved image and ground truth image to avoid brightness
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(a) Input (b) Bell et al. [7] (c) Gong et al. [3] (d) Acrobat Enhance (e) Bako et al. [12] (f) Our method

Fig. 4. Comparisons on challenging real-world images from Flickr. Our method consistently produces results free of any
residual shadows and artifacts near the transition regions.

differences. The results show that the proposed algorithm per-
forms comparable to state-of-the-art [12]. However, as men-
tioned previously, this dataset does not accurately encompass
the range of shadow intensities possible. Therefore, we also
present MSE scores on the proposed HS dataset in Table 2 for
a better analysis and comparison with the closely performing
algorithm [12]. The results indicate that the proposed algo-
rithm clearly outperforms [12], especially in the presence of
challenging hard shadows.

4.3. Qualitative Evaluation

In this section, we present qualitative results of our approach
and their comparison with various algorithms as seen in Fig 4.
It can be observed that all previous approaches either fail in
eliminating shadows completely or introduce some other ar-
tifacts in the process. The algorithm proposed by Bell et
al. [7] loses a considerable amount of text in the output image,
along with generating some reflectance artifacts. Similarly,
the approach used in [3] fails to estimate the shadow statistics,
even after being provided some cues by the user. The algo-
rithm used in the Acrobat ‘Enhance’ tool is a global approach,
thus it is not able remove the local shadows generated in real
scenes. The state-of-the-art algorithm proposed in [12] re-

moves the shadows but leaves traces near the sharp transition
regions. This may be due to the presence of transitions inside
a local patch. This effect tends to be even more pronounced
in images with stronger shadows. Our algorithms overcomes
this limitation iteratively, reducing the traces across iterations.

5. CONCLUSIONS

In this paper we present a novel computationally efficient
algorithm for removal of shadows from document images
(current implementation takes about 2 seconds to run for a
1600x1200 image on a Core-i7 processor). Our algorithm
iteratively removes shadows and recovers the unshadowed
image. We also propose a novel dataset comprising of images
with shadows of varying intensities and shapes for a compre-
hensive analysis of the algorithm over real world document
images. Thorough extensive quantitative and qualitative ex-
perimentation, demonstrate that the proposed pipeline outper-
forms the presently used algorithms for shadow removal over
a wide range of input images. One limitation of our approach
is that it cannot handle presence of pictures/images inside the
document, which we plan to address in future work.
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