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ABSTRACT

Detecting dense buildings without elevation information is an
important and challenging task in remote sensing application-
s. In this paper, we present a novel cascaded deep neural net-
work architecture, incorporating multi-stage region proposal
detection and Hough transform to obtain better mid-level se-
mantic information for man-made objects. This proposed net-
work can be trained end-to-end by multi-loss jointly. We train
and test it on a large building dataset collected from Google
Earth, including buildings from urban, suburban and rural ar-
eas. Experiments demonstrate great robustness and superiori-
ty of our method to various buildings over other convolutional
neural network (CNN) based detection methods.

Index Terms— Building detection, Hough transform,
deep learning, CNN, remote sensing

1. INTRODUCTION

With the rapid development of remote sensing technolo-
gies, automatic building detection has become a practical
interest for many applications, such as land management,
change detection and disaster assessment. Normally, there
are two kinds of remotely sensed data available for building
detection task. One is with elevation, such as LiDAR [1],
DSM [2] and SAR data [3]. The other is non-elevation
information based data, which can been found considerably
prevalent in optical remote sensing imagery. Although detect-
ing buildings from elevation data is relatively easy, it is still
expensive to acquire such data. Thus, non-elevation based da-
ta such as optical imagery, has become the main data source
for building detection. However, most of the conventional ap-
proaches to processing these data always adopt low-level or
handcrafted features, which suffers from a lack of robustness
and generalization, still leaving it hard to achieve satisfactory
results.

Building detection tasks. Early studies on building de-
tection or reconstruction mainly involved low-level geometry
features, such as edges and corners [4, 5]. Building detection
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Fig. 1: Building detection result in Google Earth image of
Cangshan District, Fuzhou City, Fujian Province.

from elevation data such as LiDAR, focuses more on recon-
structing buildings from 3D point data [6], and detection from
monocular optical images spends more effort on discovering
useful cues related to the identification of buildings, or de-
signing machine learning algorithms to recognize buildings.
For example, many methods use shadow information as an
important cue to identify buildings [7], and some methods
utilize either unsupervised [8, 9] or supervised learning [10]
algorithms to detect buildings. Most of these methods adop-
t low-level or handcrafted features to distinguish buildings
from their surroundings, which is unable to achieve accepted
performance due to clutter backgrounds, diversity shapes and
various building types. These years, inspired by the achieve-
ment of CNN methods in computer vision [11], more and
more man-made objects detection methods are developed
based on CNNs and the performance has been improved a
lot. For instance, Zhang et al. [12] proposed a CNN build-
ing detection method with multi-scale saliency based sliding
window to detect buildings in suburban area.

CNN based object detection. In recent years, CNN
based object detection methods have made great advances.
In general, they are classified into two categories. One is
one-stage approaches which always show higher speed but
lower precision on some public datasets (e.g., PASCL VOC
and COCO benchmarks), such as SSD [13] and YOLO [14].
The other is two-stage approaches which are cascaded with
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Fig. 2: Illustration of our 3-branch cascaded network for
building detection.

multi-detectors, such as Faster R-CNN [15], R-FCN [16],
showing state-of-art precision and better flexibility in multi-
scale features.

In this paper, aiming to detect buildings from dense build-
ing regions, we design a cascaded CNN architecture. Fig. 1
shows an example result of our method. In this model, we
combine mid-level handcrafted features in Hough transform
space and deep learning based high-level features together, so
that prior knowledge can be adopted to guide CNN training.
For building detection tasks, we also improved a region pro-
posal based framework [15, 16] into a cascaded model. Be-
sides, a joint training strategy is also used to achieve faster
training speed and better performance.

2. CASCADED CNNS FOR BUILDING DETECTION

As shown in Fig. 2, the proposed cascaded model for
building detection consists of following parts. Take an image
I of size 1, 280× 960 as input. First, a 23-layer ResNet [17]
(ResNet-23) is applied for mid-level feature extraction, which
is followed by a max pooling layer and generates 512-d fea-
ture maps F∗ of size 80 × 60. Then, F∗ is sent into two
mini-branches. One is to keep the features, the other is to
get features F̃ after an 1×1×512 convolutional layer. These
mini-branches are called Hough transform network (HTN).

Different from Hough transform network, the region pro-
posal network (RPN) branch and detection network (DN)
branch are designed to generate high-level features F [15].
Thus, after being extracted by ResNet-23, the features are
continuously sent into the rest of ResNet (ResNet-69) and we
can get the feature maps of size 80 × 60 × 1024. Then, all
these three branches can be jointly trained by multi-loss.

(a) (b)
Fig. 3: The capture of feature maps from different levels. (a)
represents the high-level feature maps extracted by ResNet-
23 and ResNet-69 of the whole 1, 280× 960 input image. (b)
represents the mid-level feature maps extracted by ResNet-23
of the anchored 256 × 256 area in (a), which includes more
line and edge information.

2.1. Hough transform network

It has been proved that, line and edge features are use-
ful to detect man-made objects such as buildings and road-
s [18, 19]. Compared with other objects, buildings can be de-
tected with higher probability by more lines and edges1. The
challenge is that these features are hard to be extracted from
complex remote sensing scenes in original image space by
conventional methods. Nevertheless, CNN model can filter
out most of backgrounds and keep high response for building
regions, which is more convenient to extract lines and edges
from feature maps instead of raw image domain.

Extracting region proposals by anchors. We get feature
maps {F,F∗, F̃} (80× 60 blocks) after feature extraction. In
RPN and HTN branch, we slide 9 anchors of 3 scales ( 1282,
2562, 5122 mapped pixels and 1 : 1, 1 : 2, 2 : 1 ratios for
each) per block on each feature maps synchronously. We de-
fine feature maps of each branch for the a-th anchor (there
are NA = 80 × 60 × 9 = 43, 200 anchors for input I) as
{FA,F∗A, F̃A} and each anchor maybe propose building ob-
jects. In our derivation process of this paper, for simplifica-
tion, suppose that we have one anchored region size of 2562,
and its matching area on feature map is 162, as is shown in
Fig.3(b).

Hough transform on feature maps. On HTN stage, we
use Canny Operator to extract edges on feature maps F̃A. In-
spired by classical Hough transform to extract line features,
for simplified calculation, we just consider standard Hough
transform (SHT) and set the thresholds, including the max-
imum of extreme points N (N = 1, 2, ..., 162), the mini-
mum distance between two line segments distance of the same
Hough transform bin D (D = 1, 2, ..., 16) and the minimum
line length L (L = 1, 2, ..., 16). Empirically, we randomly set
N = 10 ∼ 30, L = 3 ∼ 5 and D = 3 ∼ 5 at each time.

Furthermore, considering one slice feature map F̃ (k)
A ∈

F̃A (k = 1, 2, ..., 512) as input, we can get a series of lines l
by SHT in its Canny-operated binary image. After selecting

1Note that in this paper, our proposed HTN branch may take effect on
both true buildings and some other false man-made objects such as roads, so
we expect to weaken the effects of the false detection in other branches.
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the longest line in each averagely separated angle region to
reduce repeated calculation, the selected lines l̃ are then uti-
lized for loss analysis. We set κ to represent the numbers of
the selected lines.

Here, a 7-d vector q(i) = (ρ(i), θ(i),p
(i)
1 ,p(i)2 , n(i)) can be

given to represent the i-th selected line l̃(i) (i = 1, 2, ..., κ)
in l̃, where (ρ(i), θ(i)) (−90◦ ≤ θ(i) ≤ 90◦) represents the
Hough parameters of line l̃(i) in Hough space, and points
(p

(i)
1 , p(i)2 ) are used to represent the 2 endpoints of line l̃(i) in

the k-th feature map F̃ (k)
A (k = 1, 2, ..., 512) of size 16× 16.

Notably, we define the number of extreme points n(i) for
each line. For building detection task, we hope that more and
longer lines in feature maps can be extracted, hence, the nor-
malized weight σk (0 < σ ≤ 1) for feature map F̃ (k)

A can be
defined as

σk =

∑κ
i=1 ‖ n

(i)
k (p

(i)
1 − p

(i)
2 )k ‖2

max
k

∑κ
i=1 ‖ n(i)k(p

(i)
1 − p

(i)
2 )k ‖2

(k = 1, 2, ..., 512).

And the feature maps F̂A of an anchor in HTN branch can be
defined as F̂A = σF∗A, where σ is the set of σk.

2.2. Loss function definition

The multi-loss is combined of LRPN , LHTN and LDN .
Here, LRPN , LHTN and LDN are defined based on ground-
truth of classification (foreground or background) and bound-
ing box regression. In testing process, we serially compute
the scores in RPN, HTN and DN, to orderly give candidates.

In order to compute the loss functions of the υ-th (υ =
1, 2, 3) branch, we define the predicted probability of be-
ing a building as the score S(υ) ∈ {SRPN , SHTN , SDN}.
While S∗(υ) ∈ {0, 1} is defined as the ground-truth la-
bel, where 1 indicates the anchor is a true building, and
is 0 if the anchor is not. We define f(〈〈C3υ,F

(υ)
A 〉,F3

υ〉),
where f(·) represents the element-wise nonlinear mapping
function f(α) = 1/(1 + e−α), and C3υ ∈ {C1, C2, C3},
F

(υ)
A ∈ {F(1)

A ,F
(2)
A ,F

(3)
A } and F3

υ ∈ {F1,F2,F3} represent
convolution layers, feature maps and fully-connected layer-
s. Here, F(1)

A = FA,F
(2)
A = F̂A,F

(3)
A = FR, and FR is

the feature maps of the RoI area after RoI pooling layer. In
particular, C1 and C2 are both grouped convolutions [20], by
which we expect to speed up the training process. F3

υ is of
three fully-connected layers with 256-d neurons.

We also define L(υ) ∈ {LRPN , LHTN , LDN} (υ =
1, 2, 3). Then we can compute the multi-task loss L(υ) by

L(υ) =

NA∑
a=1

(L
(υ)
cls + ηS∗(υ)L(υ)

reg)a, (1)

where, hyper-parameter η = 1, and the classification loss
function L(υ)

cls is defined as log loss for true class over two

Fig. 4: Diverse building samples in our dataset.

classes (building or not) and the regression loss L(υ)
reg is de-

fined as smooth L1 loss. They are defined as follows

L
(υ)
cls (S

(υ), S∗(υ)) = −S(υ)log S(υ)

L(υ)
reg(t, t

∗) =
∑

µ∈{x,y,w,h}

smoothL1
(tµ, t

∗
µ).

(2)

Here, smooth L1 loss is as follows

smoothL1
(x) =

{
0.5x2 if |x| < 1
|x| − 0.5 otherwise, (3)

which is proved to be less sensitive to outliers. In (2), tµ
and t∗µ represent the 4 parameters of 4-d vectors t and t∗,
where t and t∗ are parameters of the bounding box and it-
s ground-truth, which can be parameterized by coordinates
(tx, ty, tw, th) and (t∗x, t

∗
y, t
∗
w, t
∗
h) [15].

For the loss matrix L(υ) (υ = 1, 2, 3), we can add them
with loss weights {λ1, λ2, λ3} and the joint loss LJ is defined
as follows

LJ =λ1LRPN + λ2LHTN + λ3LDN + φ ‖ w ‖2

=

3∑
υ

λυL
(υ) + φ ‖ w ‖2

=

3∑
υ

NA∑
a

λυ(L
(υ)
cls + ηS∗(υ)L(υ)

reg)a + φ ‖ w ‖2,

(4)

where LRPN , LHTN and LDN calculated by (2) denote loss-
es of three branches. In this paper, we set loss weights λ1 =
λ2 = 1 and λ3 = 10. In (4), φ is a hyper-parameter and
w is a vector of learnable model parameters. We learn w by
optimizing the regularized least squares objective.

2.3. Training and testing procedure

Training procedure. Considering an image of size
1, 280 × 960 as input, after extracting features, we can get
feature maps with 80 × 60 blocks. In forward propagation
step, we generate anchors and feed the relative features into
different branches (i.e., RPN, HTN and DN). and we can
compute the loss on each branch and get the final joint loss of
the whole model in (4). Then we update the parameters for
each branch by the same joint loss in backward propagation
(BP) step. The whole model is end-to-end trained.
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Truth Positive False Positive False Negative

Fig. 5: Captures of the experiment results in three dense de-
tection cases in Fujian Province, China. The first column is
Fengze District in Quanzhou City (urban area). The second is
Cangshan District in Fuzhou City (suburban area). The third
is Jianyang District in Nanping City (rural area).

Table 1: Experiment results of three chosen places.

Case-1 Case-2 Case-3
Urban Suburban Rural

Area Fengze Cangshan Jianyang
Lat. 24.89◦N 26.04◦N 27.32◦N
Lon. 118.62◦E 119.29◦E 118.13◦E

True Positive 658 506 594
False Positive 156 139 214
False Negative 212 194 314

P0 0.3 0.3 0.3
IoU 0.7 0.6 0.5

AP(%) 80.8 78.4 73.5
Recall(%) 75.6 72.3 65.4

Testing procedure. Different from the parallel step in
training process, our test pipline is serial. As a typical cascad-
ed model, after feature extraction stage, the first two branches
of proposing RoIs can generate scores (SRPN and SHTN ) to-
gether. The fused score is to generate RoIs. In detection net-
work, the score of results (SDN ) can be computed to reserve
positive RoIs. At last, we use the traditional non-maximum
suppression (NMS) strategy to get final results and the NMS
defined by threshold P0 (0 < P0 < 1) is also enabled in this
step.

3. EXPERIMENTAL RESULTS

Dataset. To facilitate the research, our method is test-
ed on manually labeled dataset collected from Google Earth,
containing RGB-band. The images in our dataset are collect-
ed from different places in Fujian Province, China, varying
from typical urban and suburban area to rural area. Ignoring
sample augmentation, in total, there are more than 100,000
labelled buildings labeled in 2,180 images (1,090 for training
and validation set and 1,090 for test set) in this dataset. Some

Table 2: Comparison of AP(%) between the proposed
method and other baseline methods. (Recall=0.7)

Method Urban Suburban Rural
Faster R-CNN [15] 75.8 70.2 58.5

R-FCN [16] 76.6 72.4 61.2
Zhang’s [12] 65.8 60.6 50.3

Ours 78.7 75.7 70.2

of the building samples captured from the images are shown
in Fig. 4.

Experiment and comparison. We test our method on
three places, including urban area, suburban area and rural
area. Some result captures are shown in Fig. 5. According
to the results in Table 1, we find that for most rural areas, the
probability of true detection is generally below the suburban
and rural area. It is possible because the rural buildings are
more irregular than others, which are similar to background
with spectral appearance, and sometimes it is hard to identify
them even by human vision.

We also compare our method with some baseline methods
on our test set, such as Faster R-CNN [15], R-FCN [16] and
Zhang’s method [12]. All of their feature extraction networks
use ResNet-101 [17]. The results show that, in different de-
tection cases, our method achieves the best average precision
(AP) results that APurban = 78.7%, APsuburban = 75.7%
and APurban = 70.2% when the recall is set to 0.7. The re-
sults prove the high robustness of our cascaded method (Table
2).

Implementation details. Prior to the training step, all
new layers are randomly initialized by drawing weights from
a zero-mean Gaussian distribution with standard deviation
0.01. The weights of part of primary layers are initialized by
pre-trained model for ImageNet classification [21]. In SGD
step, we use a learning rate of 0.001 for 3,000 epochs, and
0.0001 for the rest 1,200 epochs on our dataset. The mo-
mentum and the weight decay are set to 0.9 and 0.0005. Our
total epochs are about 4,200 and the batch size is set to 64.
Our implementation is based on Caffe [22]. All experiments
are carried on one NVIDIA GeForce GTX 1080Ti GPU with
12G onboard memory.

4. CONCLUSION

In this paper, a cascaded model for dense building detec-
tion has been proposed. In our method, Hough transform can
guide one CNN branch to extract mid-level features of the
building, which is cascaded by other high-level feature extrac-
tion branches. To get faster training speed and better perfor-
mance, our method is trained by joint loss function. Besiges,
a large dataset of buildings in different cases is also collect-
ed from Google Earth. Experiment results show high perfor-
mance of our proposed method compared with other baseline
methods.
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