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ABSTRACT

In this paper, we propose a precise regression approach for
correcting imprecise bounding box using deep reinforcement
learning. Object tracking task essentially builds trajectory of
a moving object based on detection and tracking algorithms
and its current state is indicated by having the object encap-
sulated with a bounding box corresponding to its position and
size. However due to the imperfect detection and tracking al-
gorithms operating in complex scene, it is difficult to obtain
the precise bounding box as errors frequently occur produc-
ing oversized, partial, and false bounding box, respectively.
To correct the error, we train an intelligent agent that move
the bounding box to the right position and scale it to its cor-
rect size matching to that of the true target. The agent is
trained by deep Q-learning and evaluated on several state-
of-the-art multiple object tracking approaches. The experi-
mental results demonstrate that our proposed framework can
effectively eliminate the object tracking bounding box error
and its robustness is verified by realizing improved tracking
performance in complex scene.

Index Terms— Bounding box, regression, reinforcement
learning, object tracking

1. INTRODUCTION

Object tracking task in video sequence is a crucial problem
for many real time computer vision applications such as video
surveillance, robot navigation, and driverless vehicles [1, 2,
3]. While object tracking focuses on estimating the targets
current state by building its trajectory over time, the result is
typically represented with a bounding box which indicates the
position and size of the target. However, the state-of-art track-
ing accuracy is still limited to poor performance due to pres-
ence of complex scenes and frequent change of target appear-
ance. Poor performance of object tracking can be attributed
largely by the objects encapsulation with inaccurate bound-
ing box in the form of oversized, partial and false position as
shown in Figure 1.

To mitigate the poor tracking problem, several methods
have been proposed to correct the inaccurate bounding boxes.
Most of them are based on regression approaches. For these
methods, the bounding box with error is typically given and
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Fig. 1. Three categories of bounding box error.

then the algorithm sequentially moves the bounding box to-
wards its true position step by step. Also, coarse-to-fine opti-
mization methods can be considered as another kind of error
correction approach since they use a regression approach to
localize target, but their algorithms starting point is not the
error location but a relatively large bounding box region that
includes the intended target, then it tries to sequentially move
and zoom in closer to the target. Recently, such regression
approaches [4, 5, 6, 7, 8, 9] have been widely used in various
object detection tasks.

Regression based bounding box correction approaches [4,
5, 6, 7] generally focus on reducing the error between de-
tection based bounding box position and true target position.
For these approaches, correction starts from the bounding box
region with error and moves toward the direction whose dis-
tance is close to the ground truth which is provided by an
object detection algorithm. Then, the correction algorithm
proceeds with the iteration to move the bounding box toward
the target location step by step, finally stopping at the optimal
position. Thanks to advancement of convolution neural net-
works (CNNis) at full speed recently, bounding box correction
schemes can exploit the deep features which are extracted by
CNN:s to capture and map the bounding box region better and
find an optimal path to get closer to target quickly [4, 5, 6].
However, almost all of these approaches are based on a sim-
ple linear regression model that makes them weak to find the
best path and leads to a non-convergence.

In order to overcome the drawbacks brought by the sim-
ple linear regression model, the reinforcement learning based
object detection approaches [8, 9] have been developed. The
regression usually starts from the whole image or a relatively
large region. For these regression methods, reinforcement
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Fig. 2. An example regression progress for correcting an error
tracking result with a sequence of actions.

learning techniques give them a better fitting performance
when facing with complex scenes. But they tend to spend
more steps to reach its optimal position since they ignore the
information between frames. In short, rather than being ex-
ploited in the field of object detection, regression methods are
more suitable for object tracking task since information from
previous frame can be fully utilized to initiate a regression
procedure.

In this paper, we propose a robust bounding box regres-
sion method with deep reinforcement learning that learns to
correct error bounding box for multiple object tracking task
in consideration of the aforementioned limitations of previ-
ous methods. To avoid the shortage of simple linear model, a
novel deep Q-network is used to learn the way of finding out
optimal regression policy efficiently. Considering the charac-
teristics of object tracking task, we present a sample gener-
ation method to formulate the deep reinforcement model to
object tracking bounding box regression problem. Also, the
precise actions and unique reward mechanism are developed
to reach to pixel-level regression accuracy. Finally, since our
proposed method has different starting point selection mech-
anism compared to the reinforcement learning based object
detection methods [8, 9], we compare the performance of
the proposed method with the bounding box correction ap-
proaches in [4, 5, 6, 7].

2. PROPOSED METHOD

Error bounding box correction task essentially can be mod-
eled as a framework of Markov decision process (MDP) be-
cause the resulting outcome is partly random and partly under
the control of a decision maker. We can exploit this hypothe-
sis to model an agent to make the sequence of decisions. We
set a single bounding box region as environment (or observa-
tion), so that the agent can make actions to move the bound-
ing box according to the environment. Our proposed method
follows a neighborhood search strategy, which starts from a
random region near by previous target location and then ad-
justs position and size to correct target. Figure 2 illustrates a
part of the regression process during tracking a pedestrian.

2.1. MDP formulation

Several important parameters in the proposed MDP formula-
tion are as follows.

Actions There are 13 possible actions which can be cat-
egorized into movement actions (e.g. 4 actions), scale actions
(e.g. 8 actions) and termination action (e.g. 1 action). Move-
ment actions represent moving the bounding box horizontally
or vertically for one pixel. Scale actions indicate extend-
ing or shrinking one pixel for either boundary of bounding
box. Lastly, termination action indicates that the bounding
box has already reached correct place and the regression pro-
cess should be stopped.

States  States in our work can be divided into two parts;
feature vector and memory vector. The feature vector is the
Pool5 layer feature map of VGG-16 [10] from current bound-
ing box region. The memory vector consists of the last 10
actions which the agent has already performed in search for
an object. Since past 10 actions are encoded with one-hot
format, the memory vector is represented as a 130 dimension
vector.

Reward Reward strategy of the proposed method
closely follows the Caicedo and Juans work [8]. To ad-
just the object tracking task, a specific case is needed. Hence,
we set the threshold with a constant and 7 = 0.9, while other
parameters stay the same as in [8].

2.2. Deep Q-learning for bounding box regression

In order to correct the error bounding box for object tracking
tasks, the main problem is to establish an optimal policy for
the agent to regress the incorrect bounding box to its correct
position. Hence, this problem is suitable for being formulated
with a reinforcement learning framework which can be solved
by Q-learning method [11].

Following the Q-learning method, agent makes decisions
according Q value Q™ (s¢, a;) which is determined by current
state s; and chosen action a;. With Bellman equation (1),
Q value can be represented as an iteratively updating format,
where 7; is the received reward after taking action ay, vy is
a discount factor and max,,, , Q™ (S¢41,a¢+1) term indicates
future reward, finally 7 is the optimal policy which learned
at training stage. Due to the insurmountable curse of dimen-
sionality, we employ the recently enhanced CNN based deep
Q-learning (DQN) method developed by Mnih et al. [12].

Q" (s¢,a) = ry +ymax Q™ (5441, A1) (D
at41

Figure 3 depicts the proposed Q-network model. In this
model, a pre-trained VGG16 model is used to extract the fea-
tures from input image. Employing a pre-trained CNN model
makes the policy learning process go faster than using the
original image as input. Then an action memory vector com-
bines the input image with the feature map from Pool5 layer
of VGG16 model and feeds the result into the Q-network.
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Fig. 3. Bounding box regression model.

Finally, since higher regression accuracy needs with higher
action complexity require the proposed model generate bet-
ter fitting performance, we increase the size of Q-network to
2048 units rather than 1024 units in [8, 9].

2.3. Training bounding box regression agent

Samples generation  Object in reality tends to move
smoothly. That means the object is close in distance and
its size would change slightly if it is located in neighbor
frames in a video. In order to generate sufficient and high
quality training samples, we follow this motion smoothness
idea which was introduced by Held er al [13]. Under this
motion smoothness hypothesis, changes of object location
and size obey Laplace distribution with mean of 0 and 1 re-
spectively. Also, filtering of unreasonable samples would be
necessary, such as those samples being too small or too far
away from previous location.

Training strategy Every training iteration starts from
arandomly sample generation, e-greedy policy [11] is used to
enlarge path searching range by randomly choosing actions.
Here, it is initiated with 1 then decreased to 0.1 by steps of
0.05 every 5 epochs. In order to explore for more available
paths, the step limit is set as 100 at each iterative process.

DQN parameters Experiment replay method is widely
used to train DQN model since it can avoid inefficient learn-
ing drawback from exploiting consecutive experience and
help to make learning progress more stable. Here we set the
replay pool size as 1000. Another important parameter is
discount factor v, which indicate how much the future in-
formation will be taken into consideration. Here we use a
relative high ~ which is 0.9 since there is a limitation step at
each regression iteration and we only are interested in current
rather than future rewards.

Training parameters The VGG16 model is pre-
trained by ImageNet [14] database. Q-network is initiated
randomly from a uniform distribution and trained with learn-
ing rate as le-6 and Adam [15] optimizer. Finally, each
target-specific model is trained with 100 epochs and batch
size of 100.

2.4. Testing bounding box regression agent

For testing, it is necessary to create a new DQN agent for each
target since it might be totally different among the appearance
of targets. Each regression iteration is limited under 100 steps
to save processing time. If regression step is over 100 but ter-
minal action still does not appear, we consider this regression
iteration is failed. Otherwise, if the termination action comes
out within 100 steps, we consider it as a successful iteration.
In the experiment, we find that sometimes agent tends to be
stuck into a local optimum (if the bounding box region takes
the same pair of actions for 10 steps continuously) caused by
high complexity of the environment. In this case, the bound-
ing box region is randomly moved to an arbitrary direction of
5 pixels to get it out of the local optimum.

One regression procedure will be considered as successful
when three times continuously successfully regression itera-
tion takes place. The final corrected result would be set as
the average of the three regression iteration results. If a re-
gression procedure is failed, the tracking result would not be
corrected and another agent goes on for next target.

In order to increase adaptability of new target which agent
has never seen before, an online fine-tuning method is ex-
ploited. For every 10 frames of each specific target, the model
would be updated with the same procedure as training stage.
However, models share and fix their pre-trained CNN param-
eters and only update the parameters of Q-networks online.

3. EXPERIMENT RESULTS

We compare proposed method on several state-of-the-art
multi-object tracking approaches with 2D MOT 2015 [16]
dataset from MOT challenge to finish the comparison of per-
formance. The experiments environment: GTX TITAN Xp
GPU using Keras 2.0.6 with Tensorflow 1.3.0 backend.

3.1. Evaluation metrics

Here CLEAR MOT metrics [21] and a new ID switches eval-
uation metric [22] are used to evaluate the performance of
trackers. Multiple object tracking precision (MOTA?) and ID
F1 Score (IDF17) reflect the integrated accuracy of tracking
results from bounding box and IDs identification respectively.
The mostly trajectories (MTT) and the most lost trajectories
(ML) indicate degree of overlap between tracking results and
ground truths. HZ(1) means the speed of tracker in frames
per second. 1 and | each means that higher number and lower
number is better respectively.

3.2. Results analysis

Table 1 shows the performance comparison of the proposed
method and other regression methods on several state-of-
the-art multi-object tracking approaches. As we can see,
the method which we proposed can effectively improve the
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Table 1. Performance comparison of original state-of-the-art multi-object tracking methods and methods with regression ap-

proach; while the best evaluation metric is in bold.

Object tracking method Regression method MOTA(%) IDF1(%) MT(%) ML(%) HZ
OURS 40.1 46.0 18.4 23.0 0.7

Girshick, Ren et al. [4, 5, 7] 374 46.0 154 26.5 1.6

AMIRIS [17] He et al. [6] 38.6 46.0 17.9 25.7 1.5
None 37.6 46.0 15.8 26.8 1.9

OURS 4.3 47.7 13.6 39.7 3.1

. Girshick, Ren et al. [4, 5, 7] 36.0 47.7 11.5 42.6 4.0
HybridDAT 18] He et al. [6] 37.4 477 138 400 40
None 35.0 47.7 11.4 42.2 4.6

OURS 39.8 48.3 15.1 39.9 0.2

AM [19] Girshick, Ren et al. [4, 5, 7] 34.5 48.3 11.8 43.3 04

He et al. [6] 36.6 48.3 14.0 43.0 0.4

None 343 48.3 11.4 43.4 0.5

OURS 32.3 44.7 16.7 36.0 0.5

Girshick, Ren et al. [4, 5, 7] 32.0 44.7 11.8 39.7 0.8

MDP [20] He et al. [6] 323 44.7 15.8 38.4 1.0
None 30.3 44.7 13.0 38.4 1.1

8" state 26" state

(a) ADL-Rundle-3 160" frame (AM [19])

49" state 76" state

20" state

(b) PETS09-S2L.2 314™ frame (MDP [20])

Start 49" state 62" state 85" state

(c) ETH-Linthescher 133™ frame (AMIR15 [17])

Fig. 4. Example sequences of regression procedure.

precision of object trackers and make them corrected in chal-
lenging locations. In terms of MOTA, MT and ML, they
represent the accuracy of tracking results. Our proposed
method performs better than other competing conventional
methods such that all the accuracy evaluation metrics show
improved. For IDFI metric, it evaluates the tracker distin-
guishing ability among targets. Because all the trackers give
ID results before regression procedure so that regression has
no influence on IDF1 metric. Every regression procedure has
step limitation so the time consumption is acceptable.

Some examples of regression results are depicted in Fig-
ure 4.

4. CONCLUSIONS

We developed and presented a precise bounding box regres-
sion approach to correct imprecise bounding box so that
tracking result becomes improved in object tracking task.
In order to handle the bounding box errors, our proposed
method employed deep reinforcement learning algorithm to
learn about how to explore for the optimal regression path
between error bounding box and ground truth. Experimental
results indicate that the proposed regression method can cor-
rect error bounding box effectively and definitely increase the
tracking accuracy of state-of-the-art object trackers.
Acknowledgements: This research was supported by Ba-
sic Science Research Program through the National Research
Foundation of Korea(NRF) funded by the Ministry of Sci-
ence, ICT & Future Planning (NRF-2017R1A2B4012720).
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