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ABSTRACT

Face hallucination aims to generate a high resolution face
from a low resolution one. Generic super resolution meth-
ods can not solve this problem well, because human face
has a strong structure. With the rapid development of the
deep learning technique, some convolutional neural networks
(CNNs) models for face hallucination emerged and achieved
state-of-the-art performance. In this paper, we proposed a
five-branch network based on five key parts of human face.
Each branch of this network aims to generate a high resolution
key part. The final high resolution face is the combination of
the five branches’ output. In addition, we designed a gated
enhance unit (GEU) and cascade it to form our network ar-
chitecture. Experimental results confirm that our method can
generate pleasing high resolution faces.

Index Terms— Face hallucination, Convolutional neural
networks, Super-resolution

1. INTRODUCTION

Face hallucination is a basic problem in face analysis field,
which can improve the performance of face related tasks such
as face attributes analysis, face alignment, face recognition
and so on. The purpose of face hallucination is to generate a
high resolution (HR) face image from a low resolution (LR)
one, which is a special case of image super-resolution (SR).
Compared with the generic image SR methods [1, 2], the in-
put image of the face hallucination is often fuzzy, so the face
hallucination needs more prior knowledge, and the challenges
are relatively large.

Early face hallucination methods are proposed under the
assumption that the face has a small variation. Wang et al. [3]
have addressed the mapping between LR and HR faces by fea-
ture transformation. Yang et al. [4] solved the face hallucina-
tion problem by sparse representation, which can recover the
high resolution human face accurately from low dimensional
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Fig. 1. Proposed method. For an input LR image, we send
them to our proposed five-branch network. Each subnetwork
generates a HR key part and its mask. Finally, we combine
the output of each branch based on output mask and get the
HR output.

projection. Yang et al. [5] solved the problem by finding the
matching relationship between HR and LR image blocks, and
greatly improved the performance of face hallucination tech-
nology.

In recent years, with the wide application of deep learning
technology in computer vision field, researchers have solved
the problem of face hallucination by deep learning technology
and obtained better performance. Zhou et al. [6] designed a
bi-channel convolutional neural networks (CNNs) to achieve
the mapping between LR and HR faces, and achieved good
results in the case of large changes in face. In [7], Zhu et al.
proposed a deep cascaded bi-network for face hallucination.
The network also achieved good hallucination results when
the input face images were very small. Yu et al. [8] proposed
a dual network structure consisting of an upsampling network
and a discriminative network. With the help of the discrim-
inative network, the performance of the upsampling network
can be significantly improved when upsampling small face
image at 8× magnification factor. Cao et al. [9] proposed
a face hallucination model based on human attention, and
optimized this model by deep reinforcement learning. This
method achieves the best performance on several commonly
used datasets.

Inspired by the recent successes of CNNs in computer vi-
sion tasks, we propose a five-branch network for face halluci-
nation. Our method is shown in Figure 1. Each subnetwork
aims to generate the different HR key part of human face.

1378978-1-5386-4658-8/18/$31.00 ©2018 IEEE ICASSP 2018



Fig. 2. Our network architecture. Our network has five branches, namely eyes branch, nose branch, mouth branch, eyebrows
branch, and the remaining part branch. Each branch outputs the corresponding high resolution key parts

Because the pattern of different key parts is different, using
five-branch network to learn each key part individually is bet-
ter than just using one network to learn a mapping between
LR and HR faces. Experimental results show that our method
can generate pleasing HR results. The main contributions of
our can be summarized as:
1) We propose five-branch CNNs model for face hallucina-

tion based on five key parts of human face, namely eyes,
nose, eyebrows, mouth, and the remaining part. Each sub-
network is responsible for generate an HR key part.

2) For each subnetwork, we design a gated enhance unit
(GEU) and cascaded it to form our network architecture.
The main idea of designing a gated block is to connect
the input of gated block and output of gated block with
trainable weight values.

3) We introduce a trick for training a five-branch network and
prove the superiority of the proposed model with experi-
mental results.
The rest of the paper is organized as follows. In Section

2, we describe the proposed five-branch network. Then we
present experimental results and discuss the results of pro-
posed deep CNNs model in Section 3. Finally, we draw con-
clusions in Section 4.

2. OUR METHOD

In this section, we first introduce our proposed method. Then,
we introduce proposed five-branch network architecture.

2.1. proposed method

Our method is shown in Figure 1, for an input LR image, we
generate an HR image through our novel method. Firstly, we

send the input LR image to the proposed five-branch network.
Each branch is responsible for generating a specific key part
of human face. These five key parts are: eyes branch, nose
branch, mouth branch, eyebrows branch, and the remaining
part branch. Then, each branch outputs the HR key part and
its mask. Based on generated masks, our model combines the
each branch’s ouput and outputs the HR face image.

Different from the methods in [7, 9], our model separate
the face image to five key parts and learn the mapping be-
tween LR and HR for each key part separately. Theoretically,
it is better than just training a CNNs to learn the mapping be-
tween LR and HR faces directly. In addition, different from
region based enhancement methods, our method can find the
five key parts correctly. Thus the predicted HR face image is
better than existing methods.

2.2. Network Architecture

Our network architecture is demonstrated in Figure 2, which
consists of several GEUs, several deconvolution layers, and
several skip connections [10]. The network architecture of
each branch is similar, so we just draw two branches’ archi-
tecture for easy to view. For easy to train, each branch learns
a residual image. Therefore, the output of each branch is the
combination of bicubic interpolated image and residual im-
age. Based on mask, we can get the HR key part image. In
the end, we combined each HR key part image and get the
final HR face. We discuss each layer as follows.

We proposed a GEU in order to enhance the hallucinat-
ing results. In Figure 3, we demonstrated the architecture of
the proposed GEU. As we can see from this figure, the GEU
learns a weight value g to combine the input signal x and the
output of the third convolution layer y . Thus the output of
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Fig. 3. GEU. We cascade GEUs to form our deep CNNs
model. GEU learns a weight value g for combing the input
signal x and output y of the third convolution layer.

the GEU is the weighted combination of x and y. We define
the output of the union layer as:

Output = g × y + (1− g)× x. (1)

The convolutional layers of our model are used to extract
local features and the deconvolution layers in our model are
used to upsample feature maps. In our proposed model, ReLU
is employed as the activation function of deconvolution lay-
ers and convolutional layers. In order to fasten the converg-
ing speed of our model, we add several standard dropout lay-
ers. By preventing complex co-adaptations on training data,
dropout layer can reduce overfitting problem in neural net-
work training. The skip connection in our model adds the
learned residual image and the input upsampled LR key part
of human face. Our proposed model has several concatenate
layers to fuse the feature maps, which are connected to it.
We set the loss function of our model as mean squared er-
ror (MSE) followed by previous works [11, 2]. We train our
five-branch network by minimizing the loss function for N
training samples as follows:

L(w0, wb, wbm) = 1
N

N∑
i=1

[
5∑

b=1

(Lbm × ||F (I;w0, wb)− Lf ||2

+a||P (I;w0, wb, wbm)− Lbm||2)]
(2)

where I and Lf denote the LR face image and ground
truth HR face image respectively; and F (I;w0, wb) repre-
sents the predicted HR face image, which is generated from
our model with branch-shared weights w0 and independent
weights wb; and P (I;w0, wb, wbm) and Lbm represent pre-
dicted the bth mask image and its label respectively; and wbm

denotes the independent weights, which are used to predict
the bth mask. In order to learn the HR face image and mask
image together, we set a weight value a to balance them. In
our experiment, we set a to 0.01. The loss function is mini-
mized using stochastic gradient descent.

3. EXPERIMENT

In this section, we firstly introduce train and test datasets.
Then, we introduce training details. Finally, we demonstrate
experimental results and discuss the priority of our model.

Fig. 4. Pre-trained network. For initialize parameters of our
model, we pre-train a network to learn the mapping between
LR and HR faces.

3.1. Datasets

We used CelebA [12] dataset to train our model. This dataset
contains 202,599 face images with 5 landmarks and 40 binary
attributes per image. We used all images of CelebA dataset to
form our train set and used images in LFW [13] dataset to
form the test set. We used landmarks information of CelebA
dataset to crop five key parts for each image of train set. These
five key part images are the training images for each branch
of our proposed network. Each branch is trained to learn HR
key part of human face.

3.2. Training Details

In the process of running experiment, we found that if we di-
rectly train each branch separately, the network can not con-
verge. So, we introduce a trick for training our five-branch
network. Firstly, we pre-train a network (shown in Figure 4)
in order to learn the mapping between LR and HR face im-
ages. Then, we use parameters of this network to initialize
each branch of our five-branch network except for mask gen-
eration part, which is randomly initialized. Finally, we train
each branch of our network together and it can converge.

Training parameters were set as follows. We initialized
the learning rate to 0.0001 and decreased it by 10 for every
15 epoches. In order to prevent the large gradient change,
we used adjustable gradient clipping [2] to limit the parame-
ters’ gradient in [−θ/γ, θ/γ], where γ denotes current learn-
ing rate and θ is set to 0.005. We set the batch size, momen-
tum factor, and decay factor as 32, 0.9, and 0.0005 respec-
tively. Finally, we train our network for 370,000 iterations.
We employed Tensorflow [14] to implement our model with
GTX1070 GPU. It took 24 hours to train our proposed model.

3.3. Experimental results

We tested our proposed model on the images from LFW
dataset [13]. We design the following experiment to test our
model. Firstly, we crop the face regions from test set. Then,
we downsample the cropped face region images to 16 × 16
size. In our experiment, we upsample the face images to
64 × 64 with our trained 4× upsample model and report the
qualitative results.

We compared our method with bicubic interpolation, SR-
CNN [1], and VDSR [2]. We generate compared images us-

1380



Ground Truth

Ground Truth

Bicubic

PSNR/SSIM 26.39/0.7831

SRCNN

PSNR/SSIM 28.46/0.8575

VDSR

PSNR/SSIM 27.27/0.8029

Ours

PSNR/SSIM 33.38/0.9574

Ground Truth PSNR/SSIM 25.61/0.6869 PSNR/SSIM 25.66/0.7125 PSNR/SSIM 25.74/0.6958 PSNR/SSIM 27.87/0.8203

Ground Truth PSNR/SSIM 24.65/0.7562 PSNR/SSIM 26.08/0.8212 PSNR/SSIM 25.53/0.7970 PSNR/SSIM 28.24/0.9002

Ground Truth PSNR/SSIM 26.00/0.8171 PSNR/SSIM 27.65/0.8668 PSNR/SSIM 26.50/0.8336 PSNR/SSIM 34.69/0.9639

Fig. 5. Visual results for ×4 on test dataset. From left to right: ground truth, bicubic interpolation, SRCNN [1], VDSR [2], and
Ours.

ing publicly available code of SRCNN and VDSR. Because
SRCNN model has two version, we choose the version, which
is trained on imagenet dataset [15]. Visual comparisons be-
tween our model and other methods are demonstrated in Fig-
ure 5. We also calculated PSNR and SSIM [16] values be-
tween generated HR results and ground truth images, and put
these values under each image. As we can observe from this
figure, on contrary to serious blurred image that are generated
from other methods, our method can generate pleasing results
with higher SSIM and PSNR values. The results of our pro-
posed method are more similar to ground truth images. This
is because our network model is designed based on key parts
enhancement, so each branch of our model can learn differ-
ent pattern for each key part of human face. Therefore, its
performance is better than one-branch network, which learns
a direct mapping between LR and HR face images. More

importantly, our proposed GEU can help to achieve better re-
sults than other methods. Overall, our proposed five-branch
network enhanced each key part obviously and achieved state-
of-the-art performance.

4. CONCLUSION

In this paper, we proposed a five-branch network for face hal-
lucination. This five-branch network aims to generate a high
resolution image of human face’s five key parts. Thus the final
high resolution image is obtained by combining each branch’s
output. Moreover, we proposed a gated enhance unit to fur-
ther improve the performance of face hallucination. Besides
that, we introduce a trick for training a five-branch network.
Experimental results show that our proposed model can gen-
erate pleasing results in comparison with state-of-the-arts.
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