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ABSTRACT

This paper presents a new full-reference method to assess the
quality of contrast changed images. In this method, we em-
ploy a linear model to describe the relationship between lo-
cal patches of reference images and contrast changed images.
With parameters of this model, three quality measures con-
sidering contrast comparison, structure variation, and lumi-
nance change are defined. Among them, the first measure
produces larger quality scores for higher contrast, which is
different from traditional forms of quality measures used in
most existing full-reference methods. Experiments on four
benchmark databases show that the proposed method is su-
perior to state-of-the-art methods in assessing the quality of
contrast changed images.

Index Terms— Image quality assessment, contrast change,
local linear model, contrast comparison, structure variation

1. INTRODUCTION

With the popularity of personal phones and cameras, numer-
ous digital images are captured and shared in our daily life.
However, due to limitations of imaging devices and environ-
ment illumination, images obtained may be low contrast ones,
which can not clearly present textures and structures [1]. In
view of this, a great number of contrast enhancement algo-
rithms are proposed [2]. Evaluating these algorithms (i.e., as-
sessing the quality of contrast changed images produced by
them) is meaningful and necessary. This work focuses on
the full-reference (FR) quality assessment of contrast changed
images.

FR image quality assessment (IQA) has attracted lots of
attention in the last few years, and numerous FR IQA methods
are presented. These methods can be roughly categorized in-
to three types: numerical comparison based methods, human
visual system (HVS) based methods, and structure/gradient
based methods. Peak signal to noise ratio (PSNR) is a method
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of the first type, it directly computes the intensity differences
between reference and test images, which pays on attention
to human visual mechanism. HVS based methods usually
model some characteristics of HVS, such as near-threshold
and supra-threshold properties in visual signal to noise ratio
(VSNR [3]) and distortion visibility in most apparent distor-
tion (MAD [4]). Methods of the third type assume that struc-
ture/gradient features are more important in human visual per-
ception, and image quality is decided by structure/gradient
similarities between reference and test images. Typical ex-
amples of the third type include structure similarity (SSIM
[5]), feature similarity (FSIM [6]), and gradient magnitude
similarity deviation (GMSD [7]). Generally, in these tradi-
tional FR IQA methods, the quality of a test image is deter-
mined by its feature deviations from the corresponding refer-
ence image. Larger deviations indicate worse image quality.
However, this is not exactly true for contrast changed images.
Images with proper contrast changes may present better clar-
ity and brightness [8] while feature deviations are becoming
larger. This problem is also noticed in [9], and a patch-based
contrast quality index (PCQI) is then proposed. Nevertheless,
PCQI only focuses on achromatic variations while chromatic
variations are ignored.

In this paper, a linear model is applied to each pair of
patches from reference and test images. By minimizing the
total squared error of this linear representation, we can ob-
tain the linear coefficient and intensity deviation. The linear
coefficient is used as an index of contrast change. Then, the
quality measure regarding contrast is defined in a way that
larger quality scores are assigned to higher contrast, which is
totally different from traditional FR metrics. In addition, the
root mean squared error and intensity deviation are respec-
tively employed to measure structure variation and luminance
change. For better performance, color components compar-
ison is also performed. By combining above image quality
measures, we can obtain a pixel-wise quality map and then
the overall quality score is computed by averaging scores of
each pixel. Finally, we validate the proposed method, named
as QCCI, by comparing it with state-of-the-art FR methods
on four publicly IQA databases.
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Fig. 1. Framework of the proposed method.

2. LOCAL LINEAR MODEL AND PROPOSED
IMAGE QUALITY INDEX

In this section, we describe how the local linear model is ap-
plied and how quality measures are calculated. Fig.1 illus-
trates the main process of the proposed method. The refer-
ence image and contrast changed image are firstly converted
to LMN color space [10]. Then, their L components are input
to a local linear model whose outputs are employed to mea-
sure contrast comparison, structure variation, and luminance
change. Their chrominance components are compared to ob-
tain color similarity measure. The final quality on each pixel
is the product of above measures and the overall image quality
is the mean of scores on each pixel.

2.1. Local Linear Model

Though an enhanced (contrast changed) image may have qui-
et a different global appearance with its reference image, the
relationship between local patches of them can be still ap-
proximated as linear [11]. Therefore, we can utilize a local
linear model [12] to analyze this relationship. Specifically,
for two image patches x (from the reference image) and y
(from the contrast changed image), we can use a linear repre-
sentation of x

z = a · x + b (1)

to approximate y, where a is the linear coefficient and b is
the linear deviation. To calculate a and b, an error function is
defined as

E(a, b) =
∑

(i,j)∈ω

(y(i, j)− z(i, j))2

=
∑

(i,j)∈ω

(y(i, j)− a · x(i, j)− b)2,
(2)

where ω denotes the local window covering x, i and j are
coordinates of pixels inside ω. Using a similar approach to the
one in [11], we can solve this problem by minimizing E(a, b)

and then obtain a and b as

a =

1
|ω|

∑
(i,j)∈ω x(i, j) · y(i, j)− ux · uy

σ2
x

(3)

b = uy − a · ux, (4)

where |ω| means the number of pixels inside ω, ux and uy de-
note mean values, σx represents standard deviation. To avoid
instability when σx is too small, we revise (3) as

a =

1
|ω|

∑
(i,j)∈ω x(i, j) · y(i, j)− ux · uy + δ

σ2
x + δ

, (5)

where δ stands for a small positive number. Here, δ is an
important parameter. For larger structures, δ makes no differ-
ence to a because the numerator and denominator are larger.
For small structures, δ is comparable with the numerator and
denominator, and thus it helps to make a closer to 1. There-
fore, the usage of δ makes a more sensitive to variations of
patches with dominant structures than those with minor struc-
tures, which is consistent with characteristics of human visual
perception [13].

2.2. Proposed Image Quality Index

By applying the gradient operator ∇ to (1), we have

∇z = a · ∇x, (6)

which describe the relationship between edges in x and z as
gradient operator can extract local edges. Generally speaking,
image contrast is small in plain areas while large in areas with
strong edges. In other words, stronger edges usually corre-
spond to larger contrast. Therefore, a in (6) actually conveys
the information of contrast comparison between x and z. S-
ince z approximates y, we can employ a to measure contrast
comparison between x and y. Here, we define the quality
measure of contrast comparison as

CC(x, y) = f(λa)/f(λ), (7)
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where f(x) is the hyperbolic tangent function [14], λ is a
parameter to adjust the influence of a. From the quality mea-
sure in (7), we can find that patches showing larger contrast
are assigned with larger CC, i.e., better quality. This is be-
cause larger contrast usually makes image much clearer. It is
worthwhile to note that the quality measure in (7) is totally d-
ifferent from traditional FR methods. Quality measures used
in traditional FR methods can be roughly summarized as

q(x, y) = h(|fy − fx|) or g(fy/fx), (8)

where fx and fy represent features extracted from patches x
and y, h(x) is a monotonically increasing function, g(x) =
(2x)/(x2 + 1). For example, image intensities and the mean
squared function are respectively used as features and h(x) in
PSNR; SSIM, FSIM, and GMSD all adopt g(x) while their
features include luminance, standard deviations and gradi-
ents. For quality measures in (8), large contrast may result
in quality degradations, which is not consistent with human
visual perception. To validate this point, we conduct an ex-
periment using CC in (7) (the size of ω is 5 × 5, λ = 0.7)
and g(x) (the feature is gradient magnitude) respectively as
quality measures. They both have the value of ‘1’ when x=y.
Results are shown in Fig. 2, where Fig. 2(a) and Fig. 2(b) are
the reference and the test images, Fig. 2(c) presents the result
of CC, and Fig. 2(d) shows the performance of g(x). In Fig.
2(c) and Fig. 2(d), a brighter pixel means better local quality.
It can be observed from Fig. 2 that many structures and ob-
jects become much clearer as marked by red squares, which
show better perceptual appearance. CC well captures these
variations and performs positive evaluations (brighter pixel-
s), while g(x) holds negative opinions (darker pixels) about
them. This comparison demonstrates that CC is more rea-
sonable and accurate than traditional FR quality measures in
predicting the quality of contrast changed images.

In the process of contrast change, local structure pattern-
s may be more or less altered. We can use the minimized
error function E(a, b) in (2) to reflect this difference. A larg-
er E(a, b) corresponds to a more different structure pattern.
Therefore, we define the quality measure of structure varia-
tion as

SV (x, y) = e−α
√

E(a,b)/|ω|, (9)

where α is a positive parameter.
Luminance represents the brightness perceived by HVS,

it is necessary to measure luminance changes. With b in (4),
we compute luminance change as

LC(x, y) = e−β|b|, (10)

where β is a positive parameter. Further, color assessment is
also important in IQA [15]. So we convert images to LMN
color space [10], and then color similarity is defined as

MS(x, y) = (2Mx ·My + T )/(Mx
2
+My

2
+ T )

NS(x, y) = (2Nx ·Ny + T )/(Nx
2
+Ny

2
+ T )

CS(x, y) = MS(x, y) ·NS(x, y),
(11)
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Fig. 2. Comparison of quality measures CC and g(x). (a)
Reference image. (b) Contrast changed image. (c) Quality
map of CC. (d) Quality map of g(x).

where T is a positive number, Mx and Nx denote M compo-
nent and N component of patch x respectively, Mx is the mean
of Mx, similar meanings for variables reltated to patch y.

With four quality measures above, we can obtain the qual-
ity of contrast changed image (QCCI) as

QCCI(x, y) = CC(x, y) · SV (x, y) · LC(x, y) · CS(x, y).

Then the overall quality score of the contrast changed image
is

QCCI =

∑N
i=1 QCCI(xi, yi)

N
, (12)

where N denotes the number of pixels, xi and yi represent
patches centered at the ith pixel in the reference image and
test image respectively.

3. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, experiments are performed on four benchmark
databases to compare the performance of QCCI with several
state-of-the-art FR IQA methods. The four databases, includ-
ing CSIQ [4], TID2013 [16], CID2013 [17], and CCID2014
[8], are all publicly available and contain contrast changed
images. Among them, the first two databases contain var-
ious distortion types, we select those images with contrast
change to test FR methods. Therefore, 116 images with glob-
al contrast decrement in CSIQ and 250 images with mean
shift or contrast change in TID2013 are chosen as test images.
CID2013 contains 400 test images that are generated by ap-
plying different transfer curves and mean shifting to each ref-
erence image. It is a database specifically designed for quality
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Table 1. Performance comparison of FR IQA methods on four databases
PSNR SSIM VIF IW-SSIM FSIMc GMSD PCQI SCQI QCCI

CCID2014
SROCC 0.6902 0.8136 0.8350 0.7811 0.7657 0.8177 0.8721 0.7812 0.8880
PLCC 0.6874 0.8256 0.8588 0.8342 0.8204 0.8521 0.8869 0.8200 0.8957
RMSE 0.4749 0.3689 0.3350 0.3606 0.3739 0.3422 0.2995 0.3743 0.2908

CID2013
SROCC 0.6696 0.8212 0.8687 0.8632 0.8488 0.8803 0.9246 0.8467 0.9345
PLCC 0.6561 0.8219 0.8771 0.8756 0.8577 0.8818 0.9232 0.8489 0.9293
RMSE 0.4703 0.3538 0.2993 0.3010 0.3204 0.2939 0.2394 0.3294 0.2301

TID2013
SROCC 0.5230 0.5040 0.7716 0.4528 0.4398 0.4451 0.8738 0.4786 0.8733
PLCC 0.5387 0.5747 0.8458 0.6919 0.6813 0.6753 0.9175 0.6633 0.9126
RMSE 0.8263 0.8027 0.5233 0.7081 0.7180 0.7235 0.3993 0.7340 0.4009

CSIQ
SROCC 0.8860 0.7926 0.9345 0.9539 0.9438 0.9039 0.9482 0.9329 0.9466
PLCC 0.9085 0.7901 0.9439 0.9614 0.9452 0.9232 0.9488 0.9351 0.9512
RMSE 0.0704 0.1032 0.0556 0.0423 0.0550 0.0647 0.0451 0.0597 0.0444

Weighted SROCC 0.6709 0.7595 0.8414 0.7625 0.7463 0.7768 0.8934 0.7587 0.9033
Average PLCC 0.6704 0.7775 0.8686 0.8312 0.8166 0.8351 0.9075 0.8099 0.9127

assessment of contrast changed images. CCID2014 is an ex-
tension of CID2013, it uses more types of transform curves
and totally 655 test images are obtained. With the results of
FR IQA metrics and human subjective ratings on above im-
ages, we can calculate Spearman rank order correlation coef-
ficient (SROCC), Pearson linear correlation coefficient (PLC-
C), and root mean squared error (RMSE) as performance in-
dices. Thereinto, SROCC measures prediction monotonicity,
PLCC and RMSE show the prediction accuracy [18]. Com-
monly, an excellent IQA method should achieve large SROC-
C and PLCC while RMSE is small.

We compare QCCI with eight well-known FR algorithms,
including PSNR, SSIM [5], VIF [19], IW-SSIM [18], FSIM-
c [6], GMSD [7], PCQI [9], and SCQI [10]. Among them,
PCQI is specifically designed for contrast changed images.
Parameters involved in the computation of QCCI are set as: ω
is a 5× 5 window, δ = 5, λ = 0.7, α = −0.005, β = 1/480,
and T = 100. Experimental results are shown in Table 1,
where the algorithm obtaining the best performance in each
row are highlighted in boldface.

From Table 1, we can find that QCCI has the largest S-
ROCC and PLCC as well as smallest RMSE on CID2013 and
CCID2014, which indicates that QCCI achieves the best out-
comes on these two specialized databases. On the other two
databases, the proposed method is also among the top three
methods that correlate most consistently with human subjec-
tive ratings. In the bottom of Table 1, the weighted average in-
dices are provided, where the weight is defined as the number
of test images in each database. The weighted results show
that our method obtains the best overall performance. To fur-
ther compare these FR algorithms, we performed statistical
significance tests [7] on the largest database CCID2014. The
results are shown in Fig. 3, where a value of ‘1’ (highlighted
in green) indicates that the method in the row is statistical-
ly better than the one in the column and ‘0’ (highlighted in
red) otherwise. It can be observed that QCCI is statistically
superior to almost all other methods.

Fig. 3. Results of statistical significance tests of the compet-
ing IQA approaches on CCID2014.

4. CONCLUSION

Based on the observation that contrast changed images are
patch-wise linear with reference images, we propose a FR
method specialized for evaluating the quality of contrast
changed images based on local linear model. With this
model, we assess image quality from three aspects: con-
trast comparison, structure variation, and luminance change.
Thereinto, the quality measure of contrast comparison gives
larger quality scores to patches with higher contrast, which is
consistent with human visual perception about image quality.
Further, color component similarity is also considered and
incorporated into the proposed method. Experimental result-
s on four databases demonstrate that the proposed method
outperforms most existing method in assessing the quality of
contrast changed images.
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