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ABSTRACT

PS, sampled at multiples of the symbol rate. The mismatckrin s
bol timing is compensated by sample-shifting its discestizignal

This paper presents a low complexity implementation ofiearr g jts digital MF. Such implementation is common in systeimst t
phase and symbol timing synchronization on an OMAP-L137 DSPgample at a frequency much higher than its carrier.

ARM dual core processor for &/-ary phase-shift-keying/-PSK)
based fully digital downhole telemetry system. The synolzation
uses a data-aided algorithm (DA) that exploits informafimm the
pilot symbols (PS) in each transmission to retrieve thertgrépoch
and carrier phase. Its implementation, in conjunction lith rest
of the modem functionality, uses only the optimized TMS3@0C
DSP and Math libraries to shorten the development time athaices
implementation complexity. Simulation results confirm dsn-

vergence to the modified Cramer-Rao bound (MCRB). Moreover,

real-time implementation on a mono-conductor telemetrstesy
employing quadrature phase-shfit keying (QPSK) modulasqer-
formed to demonstrate its effectiveness in real-world mmrhents.

Index Terms— synchronization, timing recovery, MPSK, car-
rier phase estimation, signal processing in digital resnsiv

1. INTRODUCTION

In a digital telemetry system, the process of generatingeceiving
communication signals traditionally implemented in agalard-
ware has been transitioned to digital signal processinmwfare,
and software computations implemented in embedded systéms
maintain the exchange of information and valid data flowhssyn-
chronous communication systems require the acquisitiorrack-
ing of carrier phase and symbol timing for the transmission.

To achieve synchronization, a traditional analog frord-eps-
tem requires reliable phase-locked loop (PLL) analog dirgin the
timing recovery circuit and it might be subjected to timirtggr de-
pending on its PLL circuitry implementation [1]. On the oy,
its digital implementation using a numerically-contrallescillator
(NCO) is free from any jitter due to its ability to generate asform
with precise numerical frequency. Moreover, a fully digitaple-
mentation also replaces analog matched filtering (MF) vistidligi-
tal variant by moving the analog-to-digital converter ptmMF [2].

With the transition from analog into digital-based telemegim-
plementation of synchronization is no longer constraingthie re-
liability of analog circuitry. Moreover, synchronizatiaan be im-
proved by usinga priori information in the form of PS transmit-
ted during the training stage [2, 3]. Alternatively, whampriori in-
formation is unavailable, non-data-aided synchronizrasohemes
(NDA) exploit information from the random data symbols [¥jul-

tiple NDA as well as DA schemes have been reported in thealiter

ture [5-10].

This paper discusses the implementation of the carriergéyag
symbol timing synchronization for a fully digital telemgtsystem.
The synchronization is based on the transmission of kreymori
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The content of this paper is organized as follows. Section 2
explains the implemented digital receiver architecturat tlows
using dot product to realize the MF. Section 3 describes dhe |
complexity implementation of algorithms for carrier phase sym-
bol timing recovery. Section 4 presents simulation resaflthe nor-
malized timing error variance and the real-time experiralm@sults
from a mono-cable telemetry system.

2. FULLY DIGITAL RECEIVER ARCHITECTURE

In a classical analog receiver, an analog MF is implementetea
receiver side and its output is sampled at the optimal instény al-
tering the phase of the voltage-controlled oscillator (\J@®means
of PLL. The analog MF is also commonly observed even in digita
receivers [2, 6]. However, this structure relies heavilytba PLL
circuitry to produce accurate MF output. Thus, this reaearehi-
tecture is not considered as fully digital. To achieve ayfdligital
receiver, the MF has to operate on the discrete samples akthe
ceived signal and this requires oversampling at a rate hitjlaa the
Nyquist rate.

Two possible approaches are reported in the literatureirfor t
recovery using non-synchronized sampling [11]. The firgb imit
the sampling rate requirement to two samples per symbol amd ¢
pensate for the MF accuracy loss by interpolating the sasirgigmal
to a much higher rate to obtain the optimal timing instandee MIF
output is then downsampled to the symbol rate and only thienapt
data point after the interpolation is selected as the egtithgymbol
timing. Even though a full interpolation filter is not reqeit, the
performance of the receiver employing such approach can dar
pending on the implementation of the interpolation filteheBecond
approach avoids the interpolation filter by oversampling atuch
higher rate, and then decimating the MF output to the synuel. r
The timing recovery is achieved through the choice of thetiata
index of the input to the digital MF.

The fully digital receiver architecture considered in thégper is
based on the second approach as it is more practical for ddenh
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Fig. 1. Generic system model of a fully digital receiver
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telemetry applications. The practical reasons are twoféluistly,
the use of a higher sampling rate allows the telemetry systeém-
plement the down-conversion digitally coupled with the NIRus it
avoids the additional requirement of circuit-based impatation of
the down-conversion, as well as satisfies the Nyquist ratepkiag
requirement when the carrier frequency selected is mudiehitpan
the symbol rate. Secondly, given the uncertainty of the lesetian-
nel spectrum resulting from the presence of noise and aremte
in the transmission line, the high sampling rate approaciviges
the flexibility to shift the carrier frequency on-the-fly.gril shows
the generic system model of the fully digital receiver whefg de-
notes the analog received signal to be sampled at frequEnciyhe
discrete received signaln]| is fed to the digital MF with the delay
7 = gsymTs as the timing symbol estimate, whéfgis the sampling

wherec; is the complex symbol modulated by tAé-PSK scheme
upsampled toN, samples per symbol ang(n) is a real-valued
unity-energy signaling pulse-shaping function wifty, samples
per symbol implemented digitally. The indexand n are the
symbol index and sample index, respectively. The signahés t
up-converted to the carrier frequency and transmitted utino
an additive-white Gaussian noise (AWGN) channel. If imple-
mented using a fully-digital transmitter architectureg thrans-
mitted signal at carrier frequency. can be expressed similar to
(1) with the complex parameter; replaced with the real-valued
ci(fe) = R{ci} cos(2mf/ fsn) — S{ci } sin(27 fe/ fsn), wheref

is the sampling rate of the digital-to-analog convertere ©perators
R{-} and3{-} denote the real and imaginary components of the
complex value. At the receiver side, the received signaammed
directly without down-converting to baseband:

[e')

) =exp(i0) 3 (g (n- M= | 7|} + v, @

. E]
1=—00

whered and r are the unknown carrier phase and symbol timing,
respectively.v(n) is modelled as AWGN. When synchronized, the
effects ofd andr are compensated with phase rotation and sample
shift, respectively. Next, the decision-feedback basest&nloop
used for solving and trackingjis described, assuming that the sym-
bol timing 7 is no longer unknown but replaced with the nearest
sample index estimaté, = ¢sym 7. It is important to note that the
time interval required for the phase estimation is assurnde tsuf-
ficiently short so as not to violate the cyclo-stationaryuaggstion
that guaranteeg to remain constant. Subsequently described is the
DA symbol timing recovery that solves for the nearest sarmalex

g = n (mod Ny) to align the polyphase decimator to the symbol

period andgeym is the estimated sample index within one symbol duration.

(i.e.,0 < gsym < Np — 1, whereN, is the number of samples per

symbol). At the output of the MF, the signal is further dediethto
symbql rate before applying phase rotation based on thea=d
phasée).

The implementation of the digital MF coupled with the decima

tion shown in Fig. 1 can be further simplified using the polygh
decimation filter structure shown in Fig. 2. This structulieves
reducing the effective computational complexity to the edavel
of complexity as symbol rate sampling. The polyphase delma
is none other than the dot product between the time-shiéteeived
signal and the look-up-table (LUT) stored vector. As dotduat
operation is one of the common digital signal processingRk&r-
nel, its optimized code is available in the TMS320C67x DSt iy
(DSPF_sp_dot pr od).

Conversely, similar simplification can be extended to thesr
mitter architecture such that th&/-PSK modulation with pulse
shaping can be realized as symbol-rate convolution. Iltvaon

lution buffer is then updated by the sum of vectors operation

3.2. Decision Feedback Based Costas Loop

The Costas loop originates from the PLL circuit, which aim&rack
the carrier phase of the received signal. In the proposeatitig,
we adopted the decision-feedback based digifaP SK Costas loop.
The implementation of the Costas loop phase tracking ubiefully
digital receiver is based on the phase output measurenwnttfre
polyphase decimator, which is calculated as

6(k) = arctan (%) 7 ©)

wherek is the iteration index anfi; (k), 9 (k)] are the in-phase
and quadrature components of the polyphase decimator. dieey
calculated from the sampled and time-shifted receivedasigm —

Goym)-
The Costas loop iteration is described in the following:

(DSPF_sp_w.vec) between the buffer and LUT stored transmit 1. |nitialize the phase estima@céo) and the step-sizg.

waveform.

3. SYNCHRONIZATION ALGORITHMS

3.1. System Overview

Consider the baseband transmitted signal of a singleecardns-
mission given by:

s(n) = .Z cig(n — Nyi), @
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2. Calculatep(k) using (3).
3. Update the phase estimalig:):

O(k) = O(k — 1) + pe(k), (4)
e(k) = o(k) — ¢(r), ()
r = arg min [|$(k) — @(m)]|, (6)

wherek is the M-PSK symbol index with the phase that is near-
est to the measured phagsgim) denotes then-th symbol phase
(e.g. the QPSK symbol phases dresr, -2 = 37}),

1



4. Terminate the iteration if converged. Otherwise, inaath and
repeat the iteration from Step 2.

The Costas loop iteration can be initialized with= 0 and the
iteration is expected to converge as the symbol timing regoalgo-
rithm updates its estimate. Upon convergence, the iteratiththen

be terminated and resumed when a phase update is required due

the clock drift or the mismatch in carrier frequency. To agtofor
the quantization error in the symbol timing, the carriergghat the
final iteration can include the phase error compon¢h).

3.3. Data-Aided Symbol Timing Recovery

The goal of the symbol timing recovery is to search for themak
timing offset within the symbol period for demodulation pase.
The optimal symbol sampling time ensures that the highgegsito-
noise ratio (SNR) and minimum inter-symbol interferenc®)lare
achieved. In the context of a wireline telemetry system Mireand
down-conversion are performed on the discretized recesigatl.
Hence, the symbol timing estimation is implemented dibyitay
searching for the optimal sampling index from all possitiéts.
The residue timing error can be complimented by the phasebff
calculated from the Costas loop phase tracking.
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Fig. 3. Normalized timing variance wittV, =16 andN,=32 under different
objective functions

The quantized symbol timing estimate can be computed base@PSK. Serial transmission of data in an AWGN channel is ebnsi

onM PS:
Goym = argmax v (q)v(q),

(7
0<g< N, —1
wherev(q) = [01(n—q)+jtq(n—q), ..., 0r(n—g—(M—1)No)+
jio(n—q—(M—1)Np)]* € CM*!. The implementation of (7) for
symbol timing recovery comprises evaluating its cost fiomcasso-

ciated with N, possible time shifts and searching for a maximum

cost function, where each cost function requires impleatént of
complex matrix multiplication. Based on the concept thatrtulti-
plication is performed between complex conjugate pairsrasdits
in a scalar, it can be implemented as the sum of squarea/ogl-

ements of an array. This operation is also one of the DSP leerne

(DSPF_sp_vecsumsq).
Upon obtaining N, cost values, the symbol timing estimate

can be deduced from the index that provides the maximum amon,

these values. This operation is implemented using the ifamct
DSPF_sp_nmaxi dx. To improve its robustness against measure
ment noise at the polyphase decimator output, the objeftthvaion
of (7), J(¢) £ v (¢)v(q), can be modified to capture the variation
in both in-phase and quadrature components as:
Jvar(q) = v (q)v(q) — aVar [{vm(q)}], ®
whereq is a weight factor to the sample varian¢er(-) of the esti-
mated outpub,, (q) = vr(n — ¢ — mNp) + jog(n — ¢ — mNy),
m=0,...,M —1.

It is important to note that evaluating, possible sample shifts
translates to afV, proportional increase in computational require-
ments which might violate the real-time constraints. Ttas be
avoided by extending the period of synchronization such thex
transmitter includes additional synchronization aidigmbols.

4. SIMULATION AND EXPERIMENT RESULTS

This section presents simulation and experimental refadtalgo-

ered in the simulation and that in a wireline telemetry isdlisethe
experiment.

Simulation results using 16 and 32 samples per symba) (
with three different objective functions are shown in Fig. Bhe
modified Cramer-Rao bound (MCRB) is also indicated as [12]

T2 1
MCRB(7) = Sn2EL BNy (9)

where 2, T2 P\G(f) 1P df
E="% (10)

NG R

whereG(f) is the Fourier transform of(¢), LoT is the observa-
tion interval andr” is the symbol period. MCRB offers a theoretical
wer bound of the error variance that can be achieved by eaxy p
tical synchronizer. The timing epoch estimator is unbiasedthe

bias is negligible compared with the error standard dewatiThe
roll-off factor 8 for g(t) is 0.1 andL, is 100. Plots of some max-
imum likelihood- (ML-) based timing estimation algorithmeaalso
shown [5]. As shown in Fig. 3, botV,=16 and N;,=32 are su-
perior to the ML synchronizer employing square-law nordititgy
(SLN) [10]. The N,=16 cases also outperform the absolute nonlin-
earities (AVN) and logarithmic nonlinearity (LOGN) casesd are
very close to the MCRB. Three variants of objective functitom

(8) are used in the simulation, with = 0, 1, 2. It is also observed
that generallya 2 has the best performance in this simulation
setting.

Next, the experimental setup used to verify the proposet joi
timing and phase estimation is discussed, which is typicdd-
ployed in downhole telemetry for oil well services applioas. The
setup includes the configuration of the power line commuitna
system with full duplex capability. The transmission mediused
in the system is a 7/32-inch mono-conductor cable with geta
rating up to 1.2k Volts. The length of the mono-conductorleab

rithm described in Section 3. The system parameters chagen acan be configured to 7,000, 13,000, 28,000 or 40,000 ft. Ode en

(1) the discrete pulse shaping function of M) is a root-raised-
cosine function with rolloff = 0.1; (2) the number of PS used f
synchronization is 100; and (3) the modulation scheme eyeplds

of the mono-conductor cable contains the uphole surfactersys
comprising the high-voltage power supply with a line filter feliv-
ering high voltage to the downhole equipment, as well asuifase
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Fig. 4. Block diagram of downhole telemetry system setup

telemetry board for transmitting the downlink signal andeiging
the uplink signal. Likewise, on the other end of the monoetator
cable, the downhole telemetry board is used for receivieglttwn-
link signal and transmitting the uplink signal with the lifiier
providing interference suppression from the high-voltedgenhole
equipment. In addition, on both sides of the system, thertetey
transformer provides the interface between the high-geltand
low-voltage telemetry systems. As the carrier frequenaytie
downlink signal resides in the lower frequency while thenipls in
the higher frequency, the system includes a transmitteplass and
high pass filter for downlink and uplink transmission, regely.
Fig. 4 shows the block diagram of the downhole telemetryesyst
setup.

The test conducted using the setup described previouskgris p
formed as follows. A discrete transmitted signal is gerestdtased
on QPSK modulation of 24 PS followed with a randomly-gerestat
bit stream that accumulates to approximately 10,000 sysnbibhe
sampling rate is set at 100kHz and the carrier signal chasetiné
downlink is 8kHz. The signal is transmitted through the mono
conductor cable of length 7,000 ft. On the other end of thdecab
the received signal is also sampled at 100kHz and the sarsigjedl
is processed using the proposed algorithm for estimatiegithing
epoch and carrier phase offset. Then, the estimated tinnidgphase
are used in the demodulation of the data following the PS.cbme
stellation diagrams of the demodulated data without syriha-
tion and with the proposed synchronization and phase dioreare
compared as shown in Fig. 5.

The synchronization algorithm successfully recovers thasp
offset and the timing epoch, as is evident from the correctad
stellation diagram. The same test is repeated for the ugiighal
with the carrier frequency set at 18 kHz, and the test reshltsv a
similar observation on the constellation diagram.

0.5

05
0 0
05 05
05 0 05 05 0 05
(a) Non-synchronized (b) Synchronized

Fig. 5. Constellation diagrams in QPSK modulation
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5. CONCLUSION

A practical synchronization algorithm has been implemeritea
real-time downhole telemetry system. The implementatibd/
PSK modem functionality together with its synchronizatioses
only the optimized library available as TMS320C67x DSP aratt
libraries. Such an approach allows significantly shortedemo de-
velopment time. Its effectiveness is demonstrated usimgisitions
and experiments on an actual environment.
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