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ABSTRACT

Accurate tongue image segmentation is helpful to acquire correc-
t automatic tongue diagnosis result. However, traditional methods
cannot bring satisfying results in most cases. This paper propos-
es an end-to-end trainable tongue image segmentation method using
deep convolutional neural network based on ResNet. The proposed
method, named DeepTongue, segments tongue by using a forward
network without preprocessing. The proposed method has no restric-
tions of the illumination and size of tongue images. Experimental
results show that the proposed DeepTongue improves the segmen-
tation accuracy by a noticeable margin. In addition, DeepTongue is
much faster than the existing tongue image segmentation methods.

Index Terms— Automatic tongue image segmentation, Deep-
Tongue, deep convolutional neural network, DeepMask, ResNet

1. INTRODUCTION

Tongue diagnosis plays an important role in Traditional Chinese
Medicine (TCM). The tongue characterization is an auxiliary tool of
tongue diagnosis, which can lead to more accurate diagnosis result.
The tongue characterization mainly consists of the following four
steps: 1) tongue image collection, 2) automatic tongue segmenta-
tion, 3) tongue color correction, 4) disease diagnosis. Among the
above four steps, the automatic tongue image segmentation is a key
procedure. The accuracy of tongue segmentation can directly affect
the tongue diagnosis result.

The existing tongue segmentation methods can roughly be divid-
ed into four categories: thresholding tongue segmentation methods
[1, 2], edge detection tongue segmentation methods [3, 4], the graph
theory based methods [5, 6] and active contour model based meth-
ods [7, 8]. These methods can produce fine segmentation results to a
certain extent. However, their disadvantages are four folds: 1) They
are sensitive to the illumination change and cluttered background.
2) They cannot segment tongue from lip accurately due to the color
similarity between them. 3) They usually need some preprocessing
such as the detection of tongue body before conducting the segmen-
tation. 4) They are generally slow in running time.

Recently, deep learning has made a lot of breakthroughs in the
field of computer vision. Due to the outstanding ability of feature
learning and representation, the deep convolutional neural network
(CNN) has achieved great success in object detection [9, 10], seman-
tic segmentation [11, 12], image recognition [13, 14] and some other
fields in computer vision. Even so, there are few methods using deep
convolutional neural network for the automatic tongue segmentation
because of the difficulty of collecting and labeling the tongue image
datasets. The latest methods [15, 16] applying the deep convolution-
al neural network for tongue segmentation outperform some tradi-
tional tongue segmentation methods. However, they also need some
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additional preprocessing such as the brightness discrimination and
the image enhancement which make the whole process complex.

In this paper, we propose an end-to-end tongue segmentation
method, named DeepTongue, which segments tongue with high
accuracy based on the deep convolutional neural network. For a
tongue image, DeepTongue can simultaneously perform tongue de-
tection and segmentation. Furthermore, the DeepTongue models
with ResNet based on different number of layers [13] are imple-
mented to achieve better segmentation performance. Unlike the
existing methods mentioned above, DeepTongue does not require
additional preprocessing such as size normalization, illumination
discrimination and tongue detection. The experiment results demon-
strate that the DeepTongue proposed for tongue segmentation is not
only feasible but also effective.

The main contributions of this paper are as follows. i) The pro-
posed DeepTongue is an end-to-end segmentation method involving
no pre-processing, unlike the previous tongue segmentation meth-
ods. ii) The proposed method is adaptive to tongue images with
different illumination conditions, image sizes and tongue position-
s. iii) DeepTongue models with ResNet based on different number
of layers achieve promising segmentation results with very fast seg-
mentation speed.

2. TONGUE SEGMENTATION WITH DEEPTONGUE

The proposed DeepTongue framework is illustrated in Fig .1. In
the training stage, each tongue image in the training set is sampled
to generate image patches. Then the DeepTongue model is trained
on these image patches. When a tongue image is queried, a sliding
window scheme is implemented to obtain the image patches with d-
ifferent scales and locations. Then the DeepTongue model is used to
perform tongue detection and segmentation simultaneously for each
image patch. Finally the image patch which is most likely to contain
the tongue body is selected to complete the tongue segmentation.

2.1. Architecture of DeepMask

The architecture of DeepTongue is inspired by DeepMask proposed
by Pinheiro et al. [17]. The DeepMask architecture is shown in
Fig. 2. It consists of the shared feature extraction layers and two
branches, which are called the segmentation branch and the scoring
branch. The shared part is the VGG-A architecture [14] containing
eight 3×3 convolutional layers and five 2×2 max-pooling layers. In
order to reserve more spatial information in the convolutional layer,
all the final fully connected layers and the last max-pooling layer of
the VGG-A model are removed.

The segmentation branch consists of a single 1× 1 convolution-
al layer followed by a classification layer. The classification layer
is composed of h × w pixel classifiers and each pixel classifier is
used for indicating whether a given pixel belongs to the object in the
center of the patch. The classification layer is decomposed into two
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Fig. 1. The proposed DeepTongue framework.

linear layers. Considering the running time, the output of the classi-
fication layer is set to be h◦×w◦ with h◦ < h and w◦ < w. Finally
the output is upsampled to h × w by bilinear interpolation to gen-
erate the segmentation mask with the same dimension of the input
image patch. The scoring branch consists of a 2 × 2 max-pooling
layer followed by two fully connected layers. The final output of
the scoring branch is a prediction score indicating whether an image
patch is fully centered by an object.

2.2. DeepTongue models with ResNet based on different model
depths

Pinheiro et al. further optimized the architecture of the original
DeepMask in [18]. They called the shared layers as ’trunk’ archi-
tecture and two branches as ’head’ architecture respectively. The
’trunk’ architecture was replaced with ResNet and achieved excel-
lent segmentation performance experimentally. For the ’head’ ar-
chitecture of the network, they designed several new architectures
which could share more computation than the original one.

The ResNet models [13] can achieve better classification accura-
cy and lower training error with deep model depth compared to many
previous models. In this paper, we design several DeepTongue mod-
els with ResNet based on different model depths. Specifically, we
use the 18-layer ResNet model, the 34-layer ResNet model, the 50-
layer ResNet model and the 101-layer ResNet model respectively as
the ’trunk’ architecture in the DeepTongue model. The main differ-
ences among these ResNet models are the number of layers and the
architecture of the residual blocks [13]. For the ’head’ architecture
of DeepTongue model, we choose Head C in [18] uniformly due to
its fast speed and simplicity. Fig .3 shows the architecture of Deep-
Tongue based on 50-layer ResNet. The ’trunk’ architecture of the
network is the 50-layer ResNet with the additional modification of
removing the last fully connected layer, average-pooling layer and
convolutional layer conv5 x. For the DeepTongue models based on
18-layer ResNet, 34-layer ResNet and 101-layer ResNet, we imple-
ment the same modification on the ’trunk’ architecture.

2.3. Implementation details of DeepTongue

The proposed method DeepTongue consists of two stages: the model
training stage and the tongue image segmentation stage. The training
details of the DeepTongue model and the process of tongue segmen-
tation are similar to [17].

Model training. A training sample k in the training set is a
triplet containing xk , yk and mk. xk denotes the RGB input patch,
yk denotes the label of whether the patch contains a tongue body
(ykϵ{±1}), and mk denotes the binary segmentation mask of the
patch. mij

k is the mask value of the pixel at location (i, j) in the
input patch (mij

k ϵ{±1}).
In the model training phase, the training samples are divided in-

to positive samples and negative samples. The positive samples are
image patches fully centered by a tongue body (having some toler-
ance). The scoring network is trained with an equal number of posi-
tive and negative samples while the segmentation network is trained
with positive samples only. The loss function of DeepTongue con-
tains the segmentation term and the scoring term and is formulated
as

Loss =
∑
k

(
1 + yk
2w◦h◦

∑
ij

log(1 + e−m
ij
k

fij
segm(xk))

+λlog(1 + e−ykfscore(xk)))

(1)

where f ij
segm (xk) is the predicted mask value at location (i, j) and

fscore (xk) is the prediction score indicating whether the patch con-
tains a tongue body. w◦ and h◦ correspond to the width and height
respectively of the segmentation mask generating from the classifi-
cation layer of the segmentation network. λ is the balance factor of
the segmentation term and the scoring term.

The DeepTongue model simultaneously generates the segmen-
tation mask and the prediction score for each training sample in the
forward pass. Then the loss function of the network is calculated.
The segmentation branch and the scoring branch are backward prop-
agated alternatively and the parameters of the network are updated
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Fig. 2. The architecture of DeepMask.
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Fig. 3. The architecture of DeepTongue based on 50-layer ResNet.

by using the stochastic gradient descent. The choice of training pa-
rameters and network initialization scheme are the same as those in
[17].

Tongue image segmentation. A tongue image in the testing set
is sampled to generate a set of image patches with different locations
(with a stride of 16 pixels) and scales (scales from 2−2 to 21 with a
step of 21/2) at first. This procedure ensures that the tongue body in
the image will not be missed. Then the DeepTongue model generates
a segmentation object mask and assigns a prediction object score
for each image patch. As the tongue segmentation is single-object
segmentation, we only use the proposal with the highest prediction
score to complete the segmentation.

3. EXPERIMENTAL RESULTS

3.1. Tongue image datasets

We conduct the experiments in Torch7 on the AMAX GPU with
48 G internal storage and NVIDIA GTX 1080 graphics card. The
tongue image training set in this paper is composed of 2344 tongue
images captured by cell phones. These tongue images have different
sizes and illumination conditions with variance of tongue shapes and
locations.

So far, there are few public standard tongue image datasets for e-
valuating the tongue image segmentation performance. Most tongue
image segmentation algorithms evaluate the segmentation perfor-
mance on the tongue image datasets with uniform illumination and
small changes of tongue body in location. To evaluate the proposed
method more objectively, we use two kinds of tongue image test-
ing sets called TestSet1 and TestSet2 respectively. TestSet1 is made
up of 1001 tongue images captured by cell phones. The size and
illumination condition of each tongue image are different in Test-
Set1. TestSet2 is the tongue image dataset published in the Internet
by BioHit [19], which is composed of 300 tongue images. The size
and illumination condition are uniform in TestSet2. Moreover, the
change of tongue body in location is large in Testset1 while small

in Testset2. We perform segmentation artificially to the tongue im-
ages in both training and testing sets to obtain the ground truth. The
training and testing examples with the corresponding artificial binary
segmentation masks are shown in Fig .4.

Fig. 4. The tongue images with the corresponding artificial segmen-
tation masks. (a)-(b) are the training examples in the training set,
(c)-(d) are the testing examples in TestSet1, (e)-(f) are the testing
examples in TestSet2.

3.2. The evaluation criteria

We adopt four criteria to evaluate the segmentation performance of
single tongue image: the pixel accuracy (PA), the mean pixel accu-
racy (MPA), the mean intersection over Union (MIoU) and the seg-
mentation time. The formulations of PA, MPA and MIoU are shown
as follows:

PA =

∑
i nii∑
i ti

(2)

MPA =

(
1

ncl

)∑
i

nii

ti
(3)

MIoU =

(
1

ncl

)∑
i

nii

ti +
∑

j nji − nii
(4)
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Fig. 5. The visual segmentation results of DeepTongue on TestSet1.

Table 1. The performance results of different methods on TestSet1
and TestSet2.

method dataset PA MPA MIoU time

GrabCut TestSet1 93.11% 87.58% 82.12% 0.54s
TestSet2 81.21% 59.20% 49.56% 1.10s

ResNet18-D TestSet1 97.92% 96.39% 94.57% 0.30s
TestSet2 98.11% 96.19% 94.49% 0.36s

ResNet34-D TestSet1 97.84% 96.17% 94.31% 0.30s
TestSet2 98.08% 96.11% 94.38% 0.36s

ResNet50-D TestSet1 97.96% 96.55% 94.74% 0.45s
TestSet2 98.13% 96.34% 94.58% 0.57s

ResNet101-D TestSet1 97.89% 96.45% 94.57% 0.77s
TestSet2 98.04% 96.22% 94.30% 0.89s

where ncl is the number of the pixel classes, nij is the number of
pixels of class i predicted to belong to class j, and ti =

∑
j nij

is the total number of pixels of class i. We calculate the average
values of all these four evaluation criteria on TestSet1 and TestSet2
respectively.

3.3. Results and analysis

In this section, we first show the visual segmentation results of Deep-
Tongue on Testset1 where tongue images have different illumination
conditions, image sizes and tongue positions. The visual segmenta-
tion results are shown in Fig .5. Then we compare the segmentation
results of our method and the traditional method GrabCut [20] on
both two test sets. The performance comparison is shown in Table 1
and the comparison of visual effect is shown in Fig .6. As shown in
Fig .5, our method DeepTongue is robust to illumination changes,
image sizes and tongue positions of tongue images. The perfor-
mance results in Table 1 show that the DeepTongue models with
ResNet based on different number of layers are all superior to the
traditional method GrabCut in terms of PA, MPA and MIoU on both
TestSet1 and TestSet2. The DeepTongue model based on 50-layer
ResNet achieves the best results among them. Moreover, the seg-
mentation speeds of DeepTongue models based on 18-layer ResNet,
34-layer ResNet and 50-layer ResNet are all faster than GrabCut.
From Fig .6 we can see that the visual segmentation results of Deep-
Tongue are much better than the traditional method GrabCut on both
TestSet1 and TestSet2. GrabCut performs wrong segmentation on
both two testing sets in some cases.

Fig. 6. The visual segmentation results of different methods on
TestSet1 and TestSet2. (a) represents the original image, (b) rep-
resents the GrabCut, (c)-(f) represent the DeepTongue models based
on 18-layer ResNet, 34-layer ResNet, 50-layer ResNet and 101-layer
ResNet respectively.

4. CONCLUSIONS

In this paper, we propose an end-to-end tongue image segmenta-
tion method named DeepTongue. Unlike the traditional method-
s which extract the image feature manually, DeepTongue based on
the deep convolutional neural network can automatically extract the
high-level image feature to perform segmentation well. It is robust
to the changes of illumination condition, image size and tongue po-
sition. Moreover, there is no need to do any pre-processing in Deep-
Tongue. The experiment results show that the DeepTongue models
based on ResNet of different model depths are competitive to the
existing tongue image segmentation methods in segmentation accu-
racy and speed. In the future, we plan to collect more tongue image
datasets and design better network architectures to further improve
the tongue image segmentation performance.
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