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ABSTRACT

Glaucoma is one of the leading cause of blindness. Although
there is still no cure, early detection can prevent serious vision
loss. Therefore automated glaucoma detection/classification
is an important issue. In the past decade, segmentation based
approach such as those based on cup-to-disc-ratio are popular,
but single indicator limit its performance. Recently, convolu-
tional neural network based image classification approaches
that can use more image cues achieve good performance. In
this paper, we propose a new glaucoma classification by com-
bining multiple features extracted by different convolutional
neural networks. Its effectiveness is clearly demonstrated on
the publicly available Origa [1] dataset. It achieves an area
under the receiver operating characteristic curve of 0.8483,
which better than the 0.838 given by on manual marked cup-
to-disc-ratio. To our knowledge, it is the first approach sur-
pass human in glaucoma classification.

Index Terms— Glaucoma classification, convolutional
neural network, feature fusion

1. INTRODUCTION

Glaucoma is a group of diseases that damage the eyes op-
tic nerve and can result in vision loss. It is reported that
glaucoma is the second-leading cause of blindness after
cataracts [2]. There is no cure for glaucoma. Vision lost
from the disease cannot be restored. However, with early
detection and treatment, serious vision loss can be avoided.
Therefore, screening the glaucoma is very important. Ex-
amination of the optic nerve via funduscopy is a necessary
method in glaucoma screening. The risk of glaucoma can
be assessed by analyzing the visible damage to optic nerve
or change in the cup-to-disc ratio and also rim appearance
and vascular change. Besides manual examination, auto-
mated glaucoma screening or detection is emerging in the
past decade.

Optic disc, optic cup, peripapillary atrophy (PPA) and
retinal nerve fibre layer (RNFL) are the four kinds of struc-
tures considered relevant to glaucoma [3]. One of the most
important indicators for glaucoma screening is the cup-to-
disc-ratio (CDR). Due to the high pressure, the CDR in glau-

comatous eyes is larger than in normal eyes. Consequently,
diagnosis can be automated achieved by segmenting optic
disc and optic cup [4, 5]. RNFL lies on top of the retina. Its
defect is another important indicator. Two kinds of abnormal
phenomenons can be observed in color fundus images: a
wedge-shaped dark area with its tip touching the border of
optic disc and the disappearance of bright bundle striations
around optic disc. Studies on automated RNFL defect detec-
tion can be found in [6, 7]. There are two kinds of PPA:α-PPA
and β-PPA. The former lies in the peripheral zone while the
latter is usually in more central zone. In glaucomatous eye is
that the β-PPA appears more frequently in the temporal side
of the optic disc. Therefore, automated PPA detection [8, 9]
can be also applied to glaucoma screening.

CDR based glaucoma detection is popular. However sin-
gle indicator based approach is limited. An alternative ap-
proach is treating glaucoma detection as a general image clas-
sification problem. Recent works [10, 11] have proved that
image classification, especially based on convolutional neu-
ral networks (ConvNets), is feasible for glaucoma detection.
The performance can be very close to those given by manual
CDR. Although the pathology behind classifier is difficult to
explain, an obvious advantage is that general image classifi-
cation utilizes more information. It is not surprise that it can
outperform single indicator based approach.

ConvNets applied to glaucoma detection are pre-trained
on large-scale datasets for general image classification. Began
with the AlexNet [12], architecture of ConvNets has evolved
four generations [13, 14, 15], which provide multiple choice
of deep features. We observe that different ConvNets can cap-
ture different information of fundus appearance, which im-
plies they may be complementary. In this paper, we propose
a simple yet effective method for automated glaucoma clas-
sification by combining the features of multiple ConvNets.
Experimental results on the Origa dataset [1] show that the
proposed method outperforms manual marked CDR. To our
knowledge, it is the first automated glaucoma classification
approach that surpasses human.
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Fig. 1: Pipeline of glaucoma detection.

2. METHODOLOGY

As shown in Figure 1, the proposed glaucoma classification
method consists of three steps: region-of-interest (ROI) ex-
traction, deep feature extraction and the glaucoma classifica-
tion.

2.1. Region of Interest

The visible damage or change caused by glaucoma are mainly
at the optic disc area. Therefore, to enhance the performance,
locating a region-of-interest centered at the optic disc is a nec-
essary step. In this paper we adopt the ROI extraction method
used in [11]. In fundus or retinal image analysis, optic disc
detection is usually formulated as a single point estimation
problem, in which the detection is considered successful if
the point falls into the mask of optic disc. As can be seen,
the accuracy of such detection is insufficient. To deal with
this problem, we refine the disc center by detecting the disc
boundary. As shown in Figure 2 (a) and (d), we first detect the

(a) (b) (c) 

(d) (e) (f) 

Fig. 2: Region-of-interest (ROI) extraction. From input im-
ages (a,d), the optic disc (b,d) is localized by a deformable
shape model [16]. ROI (c,f) is a square (dashed square) cen-
tered at the optic disc.

disc boundary using a deformable shape model [16]. The out-
puts are 18 landmarks that can effectively represent the shape

of optic disc (see Figure 2 (b) and (e)). With these landmarks,
a rectangle bounding box of the disc can be obtained. The
ROI is defined as a square patch centered at the bounding box
center. The side length of the ROI is determined by 1.4 times
of the longest side of the bounding box. All ROIs are nor-
malized to 256×256. Exemplar bounding boxes (blue dashed
squares) are shown in Figure 2 (c) and (f).

2.2. Deep Feature Extraction

With the normalized ROI, visual features can be extracted us-
ing ConvNets. The layers of a typical ConvNet can be divided
into three categories, i.e. convolutional layer, fully connected
layer and softmax layer respectively. A convolutional layer
convolve the input image into multiple channels with reduced
two dimensional size, which form a three dimensional ten-
sor. Stacking several convolutional layers, the tensor size is
increased and then reduced layer by layer. After the convolu-
tion operation, the three dimensional tensor is reshaped to an
one dimensional vector and fed to the fully connected layer.
The softmax layer maps the output of fully connected layer to
class labels. In this paper, we use the output of convolutional
layers as the representation of input image. Specifically, it is
the output of last pooling operation.

In this work, we investigate seven ConvNets: AlexNet [12],
VGG-16, VGG-19 [13], GooLeNet [14], ResNet-50, ResNet-
50 and ResNet-152 [15]. AlexNet and VGG have more
fully connected layers but less convolutional layers, while
GoogLeNet and ResNet have very deep convolutional layers
but only one fully connected layer. The output feature di-
mension of AlexNet and VGG is 4,096. In GoogLeNet and
ResNet, they are 1,024 and 2,048 respectively. As shown
in Figure 1, we concatenate the features extracted by the
above-mentioned ConvNets into a long vector. Consequently,
a 19,456 dimensional vector is obtained.

2.3. Glaucoma Classification

Glaucoma detection is formulated as a binary classification
problem and performed by a linear support vector machine
(SVM) classifier [17]. To enhance the performance, we also
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(a) Holistic feature
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(b) Local feature
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(c) Holistic+local feature
Fig. 3: Glaucoma classification results in receiver operating characteristic (ROC) curves. Combining multiple deep features
outperforms single feature (Best viewed in color).

Fig. 4: Example ROIs of Origa [1] dataset.

adopt the “holistic+local” strategy in [11]. Denote the de-
cision values of holistic and local classifiers as decholistic

and declocal respectively, the final decision decfusion of glau-
coma classification is given by

decfusion = decholisticw + declocal(1− w), (1)

where 0 ≤ w ≤ 1 is a balancing weight.

3. EXPERIMENTS

We conduct experiments on the publicly available Origa [1]
dataset. It consists of 650 color fundus images. The image
size is uniform 3072×2048. Figure 4 shows some examples
of ROI extracted using the method described in Section 2.1.
Glaucoma classification experiments are achieved by a 10-
fold cross validation. In each fold, 90% images are used for
training and the rest 10% are used for test. We use the Lib-
SVM library [17]. The C value is fixed to 10−5 in all experi-
ments.

Experimental results of single and combined feature are
shown in Figure 3 (a). As can be seen, AlexNet get the best
performance among the deep features. Because of relative
low feature dimension, GoogLeNet is not as good as other
ConvNets. Although it has deeper architecture, inadequate
feature dimension limits its representation capability. Sim-
ilar phenomenon occurs in ResNet. Besides the feature di-
mension, another possible explanation is AlexNet and VGG
have more fully connected layers. To some extent, these lay-
ers play similar role of SVM. Such class specific modeling is
fused into the convolutional layers in GoogLeNet and ResNet.
However, discriminant information of the 1,000 general vi-
sual objects is irrelevant to glaucoma. No matter what per-
formance of single feature, they show complementary prop-
erties. The combined feature clearly outperforms any of the
single feature.

Besides holistic features, we also investigate local fea-
tures and “holistic+local” feature. Corresponding ROCs are
shown in Figure 3 (b) and (c) respectively. Like on holistic
feature, the combined feature also get best results on local and
“holistic+local” feature, which provides additional evidence
for the effectiveness of the proposed feature combination. To
find the proper w in Equation (1), we explore the weight by
a step of 0.05. Corresponding area under the curves (AUC)
for each w are shown in Figure 5. As can be seen, the “holis-
tic+local” strategy is very effective. It consistently gets better
AUC than single local or holistic feature in all the features.
Figure 5 also clearly show that the combined feature get a
higher AUC than single features.

We compare proposed method with the super-pixel based
glaucoma screening method by Cheng et al. [4], reconstruc-
tion based approach by Xu et al. [5] and the ConvNets based
method by Chen et al. [10]. The former two are the lead-
ing CDR based approach on Origa dataset, while the latter
one is the leading image classification based approach. The
best AUCs are shown in Table 1. Xu et al. [5] achieves an
AUC of 0.823. Chen et al. [10], which is a single ConvNet
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Fig. 5: Area under curves (AUC). Integrating holistic and local features consistently obtains better results on all investigated
feature.

Table 1: Best area under curves.

Method Local Holistic Holistic+Local
AlexNet 0.8184 0.8108 0.8384
VGG-16 0.7796 0.7956 0.8078
VGG-19 0.7583 0.7795 0.7875

GoogleNet 0.7613 0.7282 0.7749
ResNet-50 0.7627 0.7584 0.7916

ResNet-101 0.7801 0.7732 0.8058
ResNet-152 0.7807 0.7352 0.7911
Combined 0.8359 0.8229 0.8483

Cheng et al. [4] 0.800
Xu et al. [5] 0.823

Chen et al. [10] 0.838
Manual CDR 0.839

based approach, get an AUC of 0.838. In our method, the
best AUC of single feature is achieved using AlexNet. With
“holistic+local” strategy it can get an AUC of 0.8384, which
is the best performance reported in [11]. The combined fea-
ture with “holistic+local” strategy can get an AUC of 0.8483,
which is clearly above all the compared methods. It is no-
table that, the AUC of manual marked CDR is 0.839. To our
knowledge, our method is the first one surpasses manual CDR
on Origa dataset. It demonstrates the promising future of clas-
sification based approach on glaucoma screening.

4. CONCLUSIONS AND DISCUSSIONS

In this paper, we propose a classification based glaucoma de-
tection method that combining multiple deep convolutional

features. The optic disc is located by a deformable shape
model. A square region-of-interest is sampled and normal-
ized according to the bounding box of optic disc. The fea-
tures of ROI are represented by seven popular convolutional
neural networks. Glaucoma detection is carried out by apply-
ing linear support vector machine classifier on the concate-
nated deep features. The proposed method achieves an AUC
of 0.8483 on the publicly available Origa dataset, which sur-
passes the performance of manual marked cup-to-disc-ratio.

In our experiments, AlexNet gets the best performance
among the investigated convolutional neural networks. How-
ever, new network architectures such as ResNet are better in
general image classification. The results show the feature ex-
tracted by such network may be not that suitable for glaucoma
classification, but it also implies that the potential of new net-
work is not fully explored. As discussed in previous section,
using the output of last convolutional layer may be not the
best choice. But, using the output of early layer will result in
very high feature dimension. Besides, it can be expected that
combining more feature could further improves the perfor-
mance. It will increases the feature dimension too. In future
work, we will explore applying feature selection to tackle this
problem.
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