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ABSTRACT

Multiple stimulus coding plays an important role in a steady-
state visual evoked potential (SSVEP)-based brain-computer
interface (BCI). In conventional SSVEP-based BCIs, multiple
visual stimuli are modulated with different properties such as
frequencies and/or phases. However, the number of proper-
ties that can be assigned to visual stimuli rendered on a com-
puter monitor is always limited by its refresh rate, leading to
a system with limited commands or functions. To alleviate
this issue, this study proposes a novel waveform-based stimu-
lus coding method that uses modulation waveforms to differ-
entiate resulting SSVEPs. In this paper, the discriminability
of 12-class SSVEPs modulated by three types of waveforms
(i.e., rectangle, sinusoidal and triangle waveforms) and four
frequencies (i.e., 12, 13, 14, and 15 Hz) was investigated by
computing its classification accuracy. The results showed the
SSVEPs modulated by different waveforms can be success-
fully distinguished when using the state-of-the-art canonical
correlation analysis (CCA)-based method with an average ac-
curacy of 92.31%. This result suggests that the proposed
method has great potential to significantly increase the num-
ber of functions in an SSVEP-based BCI system.

Index Terms— Brain-computer interfacing (BCI), Elec-
troencephalography (EEG), Steady-state visual evoked poten-
tials (SSVEP)

1. INTRODUCTION

Steady-state visual evoked potentials (SSVEPs) are brain’s
electrical oscillations elicited by repetitive visual stimulation,
which can be measured by using electroencephalography
(EEG) [1]. An SSVEP is known as a photic driving response
characterized by a sinusoidal-like waveform at the stimulus
frequency and its harmonics. Due to its robust characteristics,
SSVEPs have been widely used in neuroengineering [1] and
visual neuroscience [2]. In particular, a brain-computer inter-
face (BCI), which provides a direct communication pathway
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between human brain and external devices, has been the most
popular application of SSVEPs [3].

In a traditional SSVEP-based BCI, users gaze at one
of multiple visual stimuli modulated by different stimulus
frequencies, resulting in SSVEPs that exhibit the same fre-
quency as the target stimulus [4]. The target stimulus, which
the user is gazing at, can be identified through analyzing the
recorded SSVEPs. In this way, the system can indirectly
translate users’ intentions into commands for controlling ex-
ternal devices. Since the first idea of SSVEP-based BCI was
depicted in 1970s [5], many researchers have attempted to
improve its performance by addressing the following issues:
1) multi-target coding method, and 2) target identification
algorithm [6]. A series of researches has shown a remarkable
improvement in the performance of SSVEP-based BCIs in
the past decade [7].

It has been a main challenge in a practical SSVEP-based
BCI to increase the number of visual stimuli without compro-
mising the discriminability (i.e., classification accuracy) of
elicited SSVEPs. In general, stimulus frequencies need to be
selected within a narrow frequency range since the signal-to-
noise ratio (SNR) of SSVEPs are inconsistent across different
frequency ranges [8]. Therefore, to realize a large number of
BCI commands, a high frequency resolution (i.e., a small in-
terval between two adjacent stimulus frequencies) is required.
However, it is well known that increasing frequency resolu-
tion negatively affect in its classification accuracy [9, 10]. For
example, in two separate studies, the systems with different
frequency resolutions showed significantly different accura-
cies (Interval: Accuracy; 1.0 Hz: > 90% [9]; 0.2 Hz: < 30%
[10]) even with the identical target identification approach.
This problem could be solved by combining additional mod-
ulation patterns with frequencies to modulate visual stimuli.
For example, the frequency shift keying (FSK) [11, 12] have
been succeeded in increasing the number of BCI commands
using a small number of frequencies. In several other studies,
the efficacy of hybrid frequency and phase coding methods
has also been demonstrated [13, 6, 7].

This study proposes a novel stimulus modulation method
in which visual stimuli are modulated by different waveforms
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Fig. 1. (a) Stimulus signals recorded by a photodiode and its amplitude spectra based on rectangle, triangle, and sinusoidal
waves at 12 Hz, and (b) time series and amplitude spectra of elicited SSVEPs after the CCA-based spatial filtering corresponding
to each stimulus waveform recorded from a subject (s3). The dashed lines in the spectra indicate the fundamental and harmonics
frequencies. The time series SSVEPs obtained by averaging all trials after narrow band-pass filtering.

including rectangle, sinusoidal, and triangle waves. Since
those waveforms consist of different combination of funda-
mental and harmonic frequency components [14], resulting
SSVEPs might have consistent components to the stimulus
waveforms with sufficient discriminability to each other. Teng
et al. have compared the frequency classification accuracy
using different stimulation waveforms and revealed that the
rectangle wave with 50% duty cycle achieved the highest ac-
curacy [14]. However, to our knowledge, the feasibility of
stimulus modulation using waveforms as visual targest for
BCI has never been explored. In this paper, the classifica-
tion accuracy of SSVEPs tagged with different waveforms
and frequencies was evaluated using two target identification
algorithms. The feasibility of applying the proposed method
to an online system was also discussed by estimating an in-
formation transfer rate (ITR).

2. MATERIALS AND METHODS

2.1. Stimulus Modulation

This study employs different waveforms including rectangle,
sinusoidal, and triangle waves to modulate multiple visual
stimuli. The luminance changes of the stimuli can be mod-
ulated by stimulus sequences those dynamic range is [0, 1],
where 0 represents black and 1 represents white. The stimu-
lus sequences based on rectangle srect( f , i), sinusoidal ssin( f , i)
and triangle stri( f , i) waveforms at stimulus frequency f can
be generated by the following equations:

srect( f , i) = square
[
2π f (i/ fr)

]
(1)

ssin( f , i) =
1
2
{1 + sin

[
2π f (i/ fr)

]} (2)

stri( f , i) = triangle
[
2π f (i/ fr)

]
(3)

where, i indicates the frame index, and fr indicates the re-
fresh rate of a monitor. The duty cycle of the rectangle waves
was set to 25% in this study. Fig. 1(a) shows the stimulus
signals recorded by a photodiode placed over visual stimuli
modulated by the three waveforms at 12 Hz presented on a
computer monitor and its amplitude spectra.

2.2. Data Acquisition

A ViewPixx 3D 23-inch liquid crystal display (LCD) screen
(VPixx Technologies, Inc.) with a refresh rate of 120 Hz was
used to present visual stimuli. Four visual flickers (each with
a size of 5.23 cm × 5.23 cm) with different frequencies from
12 to 15 Hz with an interval of 1 Hz were presented on the
screen. The flickers were horizontally aligned with an interval
between two neighboring stimuli of 5.23 cm. The modulation
waveforms were the same across four stimuli, but they can
be adjustable for each experimental session. The stimulation
program was developed under MATLAB (Mathworks, Inc.)
using the Psychophysics Toolbox Extensions [15].

Six healthy male adults (mean age: 22.8 years) with nor-
mal or corrected-to-normal vision participated in this study.
Before participating the experiment, all the subjects were
asked to read and sign a written informed consent form ap-
proved by the research ethics committee of Tokyo University
of Agriculture and Technology. In the experiment, the sub-
jects were instructed to gaze at one of the stimuli indicated by
the stimulus program for 3 s followed by a 3-s short break. In
each block, the subjects completed four trials corresponding
to all four stimuli. The modulation waveform was selected
randomly for each block, and was fixed through trials in a
block. Each subject performed 15 blocks for each waveform.

EEG data were acquired using g.SCRABEO Ag/AgCl ac-
tive electrodes (g.tec medical engineering GmbH) placed over
occipital area with reference to A1 and ground at AFz. EEG
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Fig. 2. Averaged accuracy of (a) mixed waveform and frequency, (b) waveform, and (c) frequency classification across subjects
as a function of data length from 0.2 to 2.0 s. The dotted lines indicate chance-level accuracy in classification ((a) 8.33 %, (b)
33.33 %, and (c) 25.00 %).

signals were amplified by MEG-6116 (Nihon Kohden, Corp.)
and digitized by AIO-163202FX-USB (Contec, Co.) at a
sampling rate of 1,200 Hz. Recorded EEG data were band-
pass filtered between 10–50 Hz, and then 3-s data epochs cor-
responding to the stimulus duration were extracted. In the
following analysis, the EEG signals recorded at PO8, O1, Oz,
O2, and Iz were used to calculate the classification perfor-
mance.

2.3. Target Identification Algorithms

2.3.1. CCA-Based Method

Canonical correlation analysis (CCA), which is a statistical
method to measure the underlying correlation between two
sets of multidimensional variables, has been widely used to
detect the frequency of SSVEPs [16, 17]. Considering two
multidimensional variables S1 and S2, CCA finds the weight
vectors w1 and w2 which maximize the correlation between
the projected signals wT

1 S1 and wT
2 S2 by solving the following

problem:

ρ = maxw1,w2

E[wT
1 S1ST

2 w2]√
E[wT

1 S1ST
1 w1]E[wT

2 S2ST
2 w2]

. (4)

The maximum of ρ with respect to w1 and w2 is the maximum
canonical correlation. In the detection of SSVEPs, reference
signals Y f ,l ∈ RNs×Nh consist of sets of stimulus sequences
first need to be generated as follows:

Y f ,l =
[
sl( f , i), sl(2 f , i), · · · , sl(Nh f , i)

]
(5)

where, l ∈ {rect, sin, tri} indicates the type of modulation
waveforms, Ns is the number of sample points, and Nh is
the number of harmonics (Nh = 3 in this study). CCA cal-
culates the canonical correlation ρ f ,l between the Nc-channel
EEG signals X ∈ RNs×Nc and reference signals Y f ,l at each

stimulus frequency and waveform. The pair of target stimu-
lus frequency and waveform ( f ∗, l∗) can be identified by the
following equation:

f ∗, l∗ = arg max
f ,l

ρ f ,l (6)

2.3.2. Extended CCA-Based Method

The extended CCA-based method that incorporates individual
calibration data has shown improved performance in detect-
ing frequency and phase of SSVEPs compared with the CCA-
based method [6]. The method finds three spatial filters which
enhance the SSVEP components. The three spatial filters are
obtained as weight vectors by applying CCA to all two com-
binations of three multichannel signals: 1) a test EEG signal
X, 2) reference signals Y f ,l in (5), and 3) individual templates
Z f ,l ∈ RNs×Nc . The individual templates can be obtained by
averaging training data across trials for each visual stimulus.
Letting S1 be X and S2 be Y f ,l in (4), we obtain a spatial fil-
ter, w1, denoted by wxy. In the same way, we can obtain wxz

from X and Z f ,l and wzy from Z f ,l and Y f ,l, respectively. Us-
ing these spatial filters, the correlation coefficients between
the test data and the templates are computed as:

r f ,l =


r f ,l,1
r f ,l,2
r f ,l,3
r f ,l,4

 =


ρ f ,l

corr
(
wT

xyX,wT
xyZ f ,l

)
corr
(
wT

xzX,wT
xzZ f ,l

)
corr
(
wT

zyX,wT
zyZ f ,l

)
 , (7)

where, corr(·, ·) is the Pearson’s correlation coefficient. The
correlation coefficients are combined and used for detecting a
target stimulus as follows:

f ∗, l∗ = arg max
f ,l

4∑
i=1

sign(r f ,l,i) · r2
f ,l,i. (8)
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Table 1. Accuracy of waveform and/or frequency classifica-
tion using data length of 2 s for each subject.

Subject Accuracy [%]
Waveform Frequency Mixed

s1 96.67 99.44 93.89
s2 88.89 100.00 87.78
s3 97.22 100.00 98.89
s4 86.11 100.00 84.44
s5 92.22 97.22 91.11
s6 98.89 100.00 97.78

Mean (Std) 93.33 (5.10) 99.44 (1.11) 92.31 (5.65)

3. RESULTS

Fig. 1(b) shows the averaged time series and amplitude spec-
tra of elicited SSVEPs at 12 Hz across trials recorded from s3.
Among three stimulus waveforms, the fundamental and har-
monic components in SSVEPs showed different amplitude.
For example, the amplitude spectrum of the SSVEP elicited
by the rectangle waveform had clear peaks at fundamental,
second and third harmonics frequencies, which is consistent
to that of the stimulus signal. The sinusoidal waveform, on
the other hand, elicited less harmonic components than the
other modulation waveforms.

Fig. 2 shows the averaged accuracy across six subjects
in detecting stimulus waveforms and/or frequencies using the
two methods with different data lengths. The classification ac-
curacy was estimated using a leave-one-out cross validation.
The CCA-based method achieved higher accuracy than the
chance-level in frequency classification when the data length
were over 0.4 s. However, regardless of data length, the CCA-
based method did not show ability to discriminate the stimu-
lus waveforms. In contrast, the extended CCA-based method
achieved significantly higher accuracy than the chance-levels
in all three conditions. Table 1 lists the accuracy for each in-
dividual when the data length was 2 s. All subjects reached
almost perfect accuracy in frequency detection with the av-
eraged accuracy of 99.44 ± 1.11%. Although the accuracy
of waveform classification was lower than that of frequency
classification, four out of six subjects achieved 90% accuracy.
Overall averaged accuracy in mixed waveform and frequency
classification across subjects was 92.31 ± 5.65%.

4. DISCUSSIONS

The experimental results showed that the SSVEPs modulated
by different waveforms can be classified by using the ex-
tended CCA-based method. With data length of 2 s, all the
subjects obtained the accuracy over 80% in the classification
of waveforms, frequencies, and mixed waveforms and fre-
quencies (Table 1). Interestingly, although two subjects (s2
and s4) reached the perfect accuracy in frequency classifica-
tion, their accuracy in waveform classification was less than
90%, which was lower than the other subjects. Fig. 3 depicts

Fig. 3. Averaged confusion matrix across subjects using the
extended CCA-based method.

the averaged confusion matrix derived using the extended
CCA-based method. Although most of the trials were classi-
fied into its actual classes, there were a few trials misclassified
into rectangle waveforms rather than sinusoidal waveforms,
and vice versa. These results indicate that the appearance of
SSVEP components (i.e., fundamental and harmonic compo-
nents) is different for each subject even he/she gazes at target
stimuli correctly. This may be due to individual differences
in transfer functions among photoreceptors in the retina, cor-
tical sources, and the scalp. The waveform classification
could be improved by estimating and integrating individual
transfer functions into target identification algorithms. These
results also suggest the importance of selection and design of
waveforms. Systematic design to enhance the classification
efficiency would be highly desirable.

As shown in the Table 1, the 12-class SSVEPs can be
classified with an averaged accuracy of 92.31 ± 5.65% with
five electrodes. This accuracy is competitive with the results
reported in previous papers [18, 19]. For example, Han et al.’s
system, in which 12 visual stimuli were modulated by differ-
ent spatial patterns, obtained an accuracy of 91.7% with seven
electrodes [18]. Xie and Meng’s system with 12 visual stim-
uli modulated by different frequencies selected from a wide
frequency range obtained an averaged accuracy of 70.9%
with three electrodes [19]. Since the optimal algorithm and
electrode setting might be different for each stimulus design,
a direct and systematic comparison among stimulus designs
would be helpful for future researches. To evaluate the pos-
sibility of applying the waveform-based stimulation into an
online BCI system, the simulated online ITR [20] was cal-
culated. With 1-s gaze shifting time, the averaged simulated
ITR across subjects with data lengths of 1 s and 2 s were
72.12 ± 7.35 bits/min and 59.16 ± 8.12 bits/min, respectively.
Importantly, the proposed method can be combined with any
types of existing visual stimulation approaches including hy-
brid frequency and phase coding, leading to a significantly
large number of BCI commands with comparable accuracy.
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