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ABSTRACT

In this paper, we build up a hybrid neural network (NN) for
singing melody extraction from polyphonic music by imitat-
ing human pitch perception. For human hearing, there are two
pitch perception models, the spectral model and the temporal
model, in accordance with whether harmonics are resolved or
not. Here, we first use NNs to implement individual models
and evaluate their performance in the task of singing melody
extraction. Then, we combine the NNs to constitute the com-
posite NN to simulate the duplex model, which complements
the pitch perception from unresolved harmonics of the spec-
tral model using the temporal model. Simulation results show
the proposed composite NN outperforms other conventional
methods in singing melody extraction.

Index Terms— pitch perception, duplex model, melody
extraction, deep neural network, CNN

1. INTRODUCTION

Melody extraction is one important topic in the research field
of music information retrieval [1]. Many high level musical
tasks use the main melody as prior information, such as in
music genre classification [2], query-by-humming [3], cover
song identification [4] and voice separation [5]. Many algo-
rithms have been proposed for melody extraction and most of
them consider characteristics of melody for their designs [6].
In contrast, we think melody stems from human pitch percep-
tion. Therefore, we tackle this problem from the viewpoint of
perception.

For human pitch perception, two major models have been
proposed, the spectral model and the temporal model [7]. For
the spectral model, pitch is assumed derived from resolved
spectral components on the auditory spectrogram [8][9][10].
Most of these studies suggest the human brain has templates
to sift the harmonic structure of the sound to determine the
pitch. However, the spectral model cannot explain some au-
ditory sensation such as the residue pitch which is associated
with unresolved harmonics [11]. On the other hand, stud-
ies on the temporal model typically emphasize on higher-
number harmonics which cannot be resolved by the spec-
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tral model [12][13]. Autocorrelation is often used in these
studies for pitch detection. It is treated as one possible way
to approximately detect the within-channel periodicity of the
sound [14]. These two models emphasize on different parts of
harmonics and each of them cannot explain all pitch-related
psychoacoustic experiment results alone. Therefore, it has
been proposed that the human brain may have more than one
mechanism for detecting pitch [15].

Based on the pitch perception theory of human hearing,
we design a NN to extract singing melody. First, we build a
convolutional neural network (CNN) to simulate the spectral
model because it just behaves like using templates (kernels)
to sift harmonic components. Then, we build a deep neural
network (DNN) to simulate the temporal model using the time
domain autocorrelation function as input of the DNN. Finally,
we combine the NNs for the spectral and the temporal models
to form a hybrid NN.

The rest of this paper is organized as follows. In Sec-
tion 2, we describe the proposed hybrid NN and related signal
pre-processing and post-processing. In Section 3, we demon-
strate details of each individual NN, which simulates either
the spectral model or the temporal model, and discuss cor-
responding experiment results. The overall results from the
hybrid NN are demonstrated in Section 4 and the conclusion
is given in Section 5.

2. PROPOSED HYBRID NEURAL NETWORK

2.1. Architecture and pitch labels

The architecture of the proposed hybrid NN for melody ex-
traction is shown in Fig. 1. It consists of two NNs which
mimic the spectral model and the temporal model to detect
pitch from resolved (lower-number) and unresolved (higher-
number) harmonics, respectively. Both NNs can work inde-
pendently for melody extraction.

We treated melody extraction as a classification problem.
We followed the study in [16] to quatize the plausible pitch
range from D2 (f0=73 Hz) to F#5 (f0=740 Hz) in a step of
50 cent (1/2 semitone) to give us a total of 82 states. In
addition, an ”unvoice” state was also incorporated for en-
coding/decoding the melody contour. Therefore, the fully-
connected output layer of the hybrid NN had a total of 83

381978-1-5386-4658-8/18/$31.00 ©2018 IEEE ICASSP 2018



Fig. 1. Architecture of the proposed hybrid NN.

output units. To produce the probability for each state, the
cross-entropy was used as the objective function in training
the hybrid NN.

2.2. Viterbi post-processing

Each value of the 83 output units of the hybrid NN indicates
the state probability. Traditionally, the state with the max-
imum value is selected as the final output of pitch/melody.
However, the proposed hybrid NN sometimes produces tem-
poral discontinuity along the pitch/melody contour just like
any pitch tracking algorithm. Therefore, similar to these ap-
proaches in [17][18], the Viterbi tracking algorithm is ap-
plied on the outputs of the NN for temporal smoothing to
correct some transient errors. The transition matrix used by
the Viterbi tracking algorithm was generated from the training
data.

2.3. Dataset and evaluation metrics

For evaluations, we used the iKala [19] and the MIR-1K [20]
datasets. The MIR-1K dataset consists of 1000 song clips ex-
tracted from 110 Chinese karaoke pop songs sung by 8 female
and 11 male nonprofessional singers. A clean music accom-
paniment track and a mixture track are available for each clip,
which is sampled at 16 kHz and roughly with a duration of 4
to 13 seconds. We used 740 clips for training, and the remain-
ing 260 clips for test. The iKala dataset contains 252 Chinese
karaoke song clips sampled at 44.1 kHz. We used the first 200
clips for training and the remaining 52 clips for test. All the
used clips were generated by mixing the singing voice with
the background music of equal energy. For scalability, we
resampled all signals to 16 kHz.

The standard evaluation metrics in melody extraction are
voicing recall rate (VR), voicing false alarm rate (VFA), raw

Fig. 2. The log-frequency spectrogram of a sample clip.
Clearly, the harmonic pattern is almost invariant on the log-
frequency axis.

pitch accuracy (RPA), raw chroma accuracy (RCA) and over-
all accuracy (OA). We computed these rates using the Python
library of the mir eval tool [21].

3. EXPERIMENT RESULTS OF INDIVIDUAL NN

In this section, we demonstrate and discuss results from each
of the NNs which simulate the spectral model and the tempo-
ral model of pitch perception. To optimize both NNs, we used
Adam optimizer with the learning rate automatically tuned.
Both NNs were trained with 15 epochs. Since the architec-
tures of both NNs are not very deep, 15 epochs are enough to
make the NNs converge.

3.1. Results from spectral-model inspired CNN

We use a CNN to simulate the spectral model of pitch per-
ception. Not like the study [22], which used the CNN on the
linear-frequency spectrogram (LinFS) to detect pitch, we use
the CNN on the log-frequency spectrogram (LogFS) due to
the fact that the harmonic pattern is invariant on the LogFS
with changing pitch. Fig. 2 shows the LogFS of a sample clip
with the invariant harmonic pattern clearly. As in the human
auditory system, the harmonics are logarithm arranged and re-
solved up to about the 10th harmonic due to the critical band-
width of the cochlea [7]. It is postulated that a template of
harmonics may exist in human auditory system to match the
harmonic pattern of the sound for determining pitch [10]. Ac-
cordingly, we use the CNN, whose kernels behave like tem-
plates and the convolution operation along the log-frequency
axis behaves like sifting the harmonics of the input sound, to
simulate the spectral model of human pitch perception.

As the input of the CNN, we first generated the LinFS of
the sound using the short-time Fourier transform (STFT) with
a window size of 48 ms and 50% overlap between windows,
then we rearranged the LinFS into the LogFS with the reso-
lution of 48 bins per octave. The CNN had one convolutional
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Fig. 3. The designed initial kernel for the CNN and its evolv-
ing shapes during training.

layer and two fully connected layers with 512 nodes. Only
one kernel with the size of 160× 5 (3 1/3 octaves ×120 ms)
was used in the CNN to account for the invariant harmonic
pattern.

We designed the initial kernel on the log-frequency axis
by imitating the excitation pattern on the auditory spectrum to
the first 8 resolvable harmonics [10]. In addition, we applied
a Gaussian window on the 5 frames across the time axis. The
left panel of Fig. 3 shows the designed initial kernel of the
CNN. The other panels show the kernel after different num-
bers of epochs during training. We can observe that the kernel
wasn’t changing a lot during training. It still looked like the
initial harmonic pattern.

This 1-kernel CNN subsystem was tested using the iKala
dataset and the OA scores were 79.07% and 78.55% using the
designed and randomly initialized kernels, respectively. The
performance difference was very small because input signals
were LogFS such that the randomly initialized kernel eventu-
ally evolved into a shape very similar to the designed kernel.
On the other hand, The CNN with the designed kernel con-
verged at a much faster speed than the randomly-initialized
CNN. We also tested the system with 5, 10 and 15 kernels.
Comparing with the 1-kernel system, the improvement in the
OA scores was less than 1% but at the cost of huge compu-
tational load. In addition, many of those kernels evolved into
similar patterns at the end, which implied they provided re-
dundant information. These results kind of support the hy-
pothesis that there may be one harmonic template in human
auditory system for pitch detection.

3.2. Results from temporal-model inspired DNN

Temporal models for pitch perception often use autocorrela-
tion to estimate pitch. Therefore, we used temporal autocorre-
lation as input to train the DNN. First, all signals were passed
through a bank of gammatone filters, which are often used
in modeling cochlear filters. We used 40 gammatone filters
whose center frequencies are equally distributed on the ERB
scale between 80 Hz and 6 kHz. Then, we computed nor-
malized autocorrelation out of the duration of 48 ms in each

Fig. 4. Autocorrelation outputs of gammatone filters for a
sample signal (top panel) and the integrated autocorrelation
output (bottom panel).

channel. The top panel of Fig. 4 displays the autocorrelation
results of a sample section of a signal in all subbands. Some
studies further performed dimension reduction on the multi-
channel autocorrelation output for pitch detection [17][23].
Here we simply integrated all information across channels by
collapsing the autocorrelation results over channels. The bot-
tom panel of Fig. 4 shows the integrated autocorrelation result
of the top panel. Clearly, the periodicity of the sample signal
is prominently shown in the bottom panel. The integrated re-
sult with dimension of 1136 was directly put into the DNN as
the training data. We didn’t perform any further procedures,
such as dimension reduction, but hoped the DNN can learn
the optimal procedures itself. The DNN consisted of two hid-
den layers of 512 units with the ReLU activation function and
the output layer of 83 units corresponding to pitch labels.

The OA score of the DNN was 75.27% for iKala dataset.
Although the temporal-model inspired DNN performed worse
than the spectral-model inspired CNN, we can still deduce the
integrated autocorrelation function can provide valid informa-
tion for pitch/melody detection.

4. EXPERIMENT RESULTS OF THE HYBRID NN

In the previous section, we demonstrate both the spectral-
model and temporal-model inspired NNs work in melody ex-
traction. However, in pitch perception theory, neither spec-
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Table 1. Melody extraction evaluations in terms of VR, VFA,
RPA, RCA and OA using iKala dataset. All scores are dis-
played in %. Results from the spectral and the temporal mod-
els inspired NNs are also listed in the bottom two rows.

VR VFA RPA RCA OA
Proposed 86.14 14.04 79.98 81.54 81.28
HPSS+Prop. 83.42 13.92 74.43 75.97 78.28
MCDNN [16] 85.85 15.05 77.88 79.60 80.22
Melodia [25] 82.02 26.71 75.99 78.36 72.80
Spec. Model 85.44 15.51 76.40 78.22 79.07
Temp. Model 83.17 27.43 76.61 78.47 75.27

Table 2. Melody extraction evaluations in terms of VR, VFA,
RPA, RCA and OA using MIR-1k dataset. All scores are dis-
played in %. Results from the spectral and the temporal mod-
els inspired NNs are also listed in the bottom two rows.

VR VFA RPA RCA OA
Proposed 82.73 16.14 72.23 75.38 75.64
HPSS+Prop. 75.35 12.37 64.29 67.72 71.12
MCDNN [16] 78.36 14.25 65.21 68.30 71.22
Melodia [25] 85.10 30.80 72.95 75.74 69.61
Spec. Model 83.63 21.31 68.81 72.16 71.70
Temp. Model 81.57 26.76 67.87 71.71 69.44

tral nor temporal model can explain all psychoacoustic exper-
iment results. Some researchers believe both mechanisms co-
exist for pitch perception and proposed the duplex (or unity)
pitch perception model [15][24]. Accordingly, we integrate
these two NNs into a hybrid NN, as shown in Fig. 1, to com-
bine complementary information for melody extraction. The
hybrid NN was formed by cascading the output layers of the
CNN and the DNN followed by two 512-node fully connected
layers for higher level integration. For the purpose of scala-
bility, batch normalization was done in the first hidden layer
and 20% dropout was adopted to prevent data over-fitting.

For performance comparison, we implemented another
recently proposed DNN-based method [16]. In addition,
we also compared the proposed hybrid NN with the well-
known non-DNN method, Melodia [25]. For NN-based
methods, including the proposed method and the method in
[16], both the iKala and the MIR-1k dataset were used for
training. The test results for each dataset are listed in Table
1 and Table 2 separately. It was suggested that using the
HPSS (harmonic/percussive source separation) method for
per-processing help the melody extraction performance [26].
Therefore, following the settings of that study, we performed
HPSS on the STFT of the input signal with a window size of
300 ms. The HPSS decomposed the signal into h1 and p1 un-
der the condition of high frequency resolution. As suggested
in that study, we used p1 as training data for our proposed hy-
brid NN. The test results of the proposed NN with the HPSS

pre-processing are listed in Table 1 and Table 2 as from the
”HPSS+Prop.” method.

Test results shown in Table 1 using the iKala dataset
demonstrate the proposed hybrid NN outperforms the indi-
vidual CNN (with the OA score of 79.07%) and DNN (with
the OA score of 75.27%) in melody extraction. Results in
both tables consistently confirm that the proposed method
performs better than the DNN-based method MCDNN [16]
and the non-DNN method Melodia [25], and all DNN-based
methods outperform the non-DNN method. Surprisingly,
we found using HPSS as a preprocessing method does not
provide any benefits to our system.

5. CONCLUSION

Inspired by the duplex (or unity) model of pitch perception,
we built up a hybrid neural network, including a 1-kernel
CNN and a DNN, for melody extraction. Considering char-
acteristics of resolved harmonics in the spectral domain, we
designed the initial pattern of the kernel of the CNN. Consid-
ering characteristics of unresolved harmonics in the temporal
domain, we integrated the autocorrelation across gammatone
filters as the input to the DNN. Experiment results show
that the temporal-model inspired DNN does provide com-
plementary information to the spectral-model inspired CNN
when extracting singing melody. In addition, the proposed
hybrid NN produces higher OA scores than the compared
DNN-based method and non-DNN method using both the
iKala and the MIR-1k dataset. This study shows the spectral
and temporal information should be jointly utilized for better
detection of pitch/melody.
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