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ABSTRACT

We propose a realtime plane detection method for projection-
based Augmented Reality (AR) system in an unknown envi-
ronment. While previous works usually designate space, the
plane detection method automatically detects multiple planes
based on the proposed constrained sampling strategy in RAn-
dom SAmpleing Concensus (RANSAC). For each plane, an
area for projection is selected for contents while consider-
ing occlusions by other objects. In addition, when the mul-
tiple planes are detected, the importance for contents is mea-
sured by the score functions based on the properties of planes
such as size, color, and position. The proposed method can
guide users to select plane for projection by visualizing the
importances, or can automatically select a plane according to
the users. We achieves a significant improvement in speed
(about 260 times faster than the RANSAC) and high preci-
sion. These technique has become widely utilized in various
AR applications such as AR game, and etc.

Index Terms— Signal processing for Smart space, Pro-
jection AR, Projector-camera System, Plane detection, Inter-
net of Things (IoT)

1. INTRODUCTION

Steerable Augmented Reality (AR) provides information and
enhances immersion of users by overlaying physical spaces
with virtual contents [1]. To realize this concept, projectors
have been widely used for augmenting virtual content. In
addition, a camera is normally attached to the projectors in
order to recognize objects and user. From this information,
users can interact with the augmented contents. Thus, the
projection AR system has been receiving increasing attention
to realize AR and ubiquitous computing [2]. In this paper, we
focus on projector-camera systems for realizing steerable AR,
especially when the space information is an unknown.

Previously developed projector-camera systems can be di-
vided into two types depending on the mobility of the pro-
jectors. Firstly, the location of projector is fixed because the
space for augmentation is usually pre-designated. Using these
fixed projectors, the original functions of specific objects are

extended while overcoming their limitations. For example,
Rekimoto et al. [3] utilizes two projectors and cameras. The
two projectors and one camera are static, and the other cam-
era is a pan-tilt camera. They allow interactions between users
and the augmented contents within a designated space. They
extend individual computers as environmental computers by
using nearby planes. Jones et al. [4, 5] extend the projection
space by augmenting the scenes on rear walls or background
in order to enhance the gaming experience.

Secondly, projectors are oriented by utilizing a motor-
ized platform that can be used for contents at any point in
a room [2]. Consequently, objects in larger area can be han-
dled field-of-view (FOV) with a project-camera system. For
example, the Everywhere Displays [6] is a steerable projec-
tion display constructed with a pan-tilt mirror attached to the
front of the projector. To correct projective distortion prob-
lems, visual marker patterns are projected and then the pat-
tern is recognized with an RGB-camera. It has several appli-
cations as virtual content can be projected on walls and tables.
Butz et al. [7] propose a book searching system using the
ARToolkit [8] with a projector-camera system. Molyneaux
et al. [9] detect and track moving objects using the SIFT de-
scriptor [10] for determining projection surfaces, and display
information on the surfaces of the objects. Recently, Wilson
et al. [2] proposed the Beamatron system that consists of a
pan-tilt system attached to the ceiling.

In this paper, a realtime plane detection method for
projection-based AR system in an unknown environment
with multiple planes. The main contributions of this paper
can be summarized as follows. First, a realtime multiple
plane detection method with constrained sampling, which is
a main procedure in RANSAC, is proposed. Second, from
the detected planes, a projection area is automatically se-
lected within each plane by handling the occlusion due to real
objects. Finally, the best plane (i.e., projection area) for pro-
jecting content is automatically selected while considering the
size, ratio, and color of planes. Because all these procedures
do not require any installation by the users, the proposed
method can be utilized in any unknown environment.

The remainder of this paper is organized as follows. In
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Section 2, we describe the proposed method in detail. Sec-
tion 3 presents the experimental results and discussion. Fi-
nally, in Section 4, our conclusions are presented and we
briefly discuss future work.

2. PROPOSED METHOD

Fig 1 represents the overall framework of the proposed sys-
tem that mainly consists of four modules, namely, calibra-
tion, plane detection, projection area selection, and plane se-
lection. The positions of the RGB-D camera, and projector
are different, the data should be corrected to easily obtain cor-
respondences. Thus, the relative 3D poses obtained from the
RGB-D camera, and projector are computed in the calibra-
tion module. Then, planes are detected from 3D point clouds
in realtime based on the proposed constrained sampling. Con-
sidering occlusions by other objects, projection area is deter-
mined for each plane. Finally, the best plane for projection is
automatically selected in plane selection module.

Fig. 1. Overall framework of the proposed system.

2.1. Projector-camera System Calibration

Fig 2 shows the hardware setup of the proposed system. To
set similar viewpoints between an RGB-D camera and a pro-
jector, the RGB-D camera is attached to the projector.

Fig. 2. Various sensors of the projector-camera system.

Our system utilizes various sensors, and the placement of
all sensors in the 3D space is different. Thus, the 3D points in
each device have different positions in each local coordinate
system. Therefore, data from each sensor is necessary to be
transformed into a common coordinate system. To address is-
sue, calibrations between the sensors are performed in order
to obtain intrinsic and extrinsic parameters of the hardwares.

In our system, the relative position of the RGBD camera and
projector is computed by using corner points on a checker-
board. Computed data can then be transformed into any local
coordinate system because of the known extrinsic and intrin-
sic parameters.

2.2. Multiple Plane Detection using Constrained RANSAC

For reliable plane detection in 3D map, we refine the depth
map by using an edge preserving filter [11]. From the re-
fined depth map, 3D point clouds of a scene can be obtained.
The next step is to detect planes to determine the projection
space from the 3D point clouds. First, we attempted to use
the RANSAC; however, its computation complexity was very
high in order to obtain sufficient results as it has high proba-
bility of selecting points on a different plane. Thus, we mod-
ify the sampling methods strategy of the RANSAC with two
constraints based on the Gestalt grouping [12] as follows:

C-(1) Points in local areas have a high possibility to be on
the same plane.

C-(2) Points within an object have similar color values.

Fig. 3. Modified sampling with two constraints: (a) Sparse
sampling using a rasterized scanning method; (b) Local sam-
pling based on two constraints.

Fig 3 shows an example of the proposed sampling method
based on the two constraints. While the RANSAC randomly
selects samples from the entire point cloud, the proposed sam-
pling randomly select a single point and other points are se-
lected based on the constraints. The proposed sampling con-
sists of two steps. First, a reference point is randomly selected
by using a rasterized scanning method. In Fig 3(a), prefer ,
which is indicated by the red point, is selected as the reference
point among the yellow points. Then, according to C-(1), two
circular support regions are generated with radius r and r/2,
as shown in Fig 3(b). Each support region is divided into
360/θ cells, and the mid-points of the arcs in all cells are the
sample candidates for obtaining a plane with prefer. As the
minimum number of points for constructing a plane is three,
the mid-points of the arcs are visited in a specific order until
two points are selected among the sample candidates.

According to C-(2), a point ps is selected where the color
difference between prefer and ps is lower than a certain
threshold value T . In addition, the points on the outer support
region have a higher priority to be selected because they are
farther from rrefer as compared to the points on the inner
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Fig. 4. Perspective distortion correct process.

support region. The numbers in Fig 3(b) represent the search
order for selecting the samples method. If two points are not
selected, the positions to be checked are rotated by θ/2, rep-
resented as green points. Finally, the points indicated by red
circles are selected as samples of the reference point prefer,
shown in blue color.

From the selected samples, a plane parameter can be es-
timated. Then, the outlier and inlier points can be deter-
mined from the 3D point clouds based on the distance from
the plane. We assume that a correct plane π1 is found when
the number of inlier points is greater than threshold N . In
order to detect multiple planes, the proposed sampling and
plane parameter estimation are performed again after remov-
ing the inliers of P1 from the 3D point cloud. Finally, we can
efficiently detect multiple planes Π = {π1, π2, ..., πi} using
the proposed sampling method.

2.3. Projection Area Selection

When a projector-camera system moves, two problems are
encountered because of the changes in pose. First, the aug-
mented contents can be distorted or occluded by other objects
that have different depths. In addition, when the contents are
projected on the planes directly, perspective distortion occurs
from the viewpoint of the user.

To solve these problems, we propose selection of the pro-
jection area within a plane while considering the occlusion
problem as well as the perspective distortion. The perspective
distortion is caused by the orientation difference between the
detected planes (Π) and the projector. Thus, to correct this
orientation difference, we first place virtual cameras in front
of Π (Fig 5(a)). Then, the point cloud of the plane is pro-
jected into the virtual camera. So, we can obtain an image of
the front view (Fig 5(c)) from the depth map (Fig 5(b)).

Fig. 5. Perspective distortion.

From the image of the front view, we need to select the
projection area. A rectangular area of maximum size is se-
lected from the front view image and Fig 4 shows the overall
process for finding the maximum size of the rectangle. The
front view image contains many holes. Thus, a dilatation op-
eration is performed in order to fill these holes (Fig 4(a)).
In order to remove the outliers, we apply a connected com-
ponent process, and determine the largest component as the
inlier points and the remaining components as outlier points
(Fig 4(b)). Then, in order to efficiently select the rectangle,
we utilize an integral image to compute the area of the ar-
bitrary rectangle quickly (Fig 4(e)). In addition, canny edge
detection [13] is also used; it uses them as starting points to
find the inner rectangles (shown as red points in Fig 4(d)).
For each start point, the searching direction is determined
while considering the object orientations to further improve
the computation. Since the orientations of planes are not
known, we use the principal components to obtain the orienta-
tions of the planes using principal component analysis (PCA).
In Fig 4(d), the two blue lines denote the estimated orienta-
tions of the green plane. Then, the plane is divided into four
parts based on the blue lines in order to determine the search
directions of the red points.

However, the computation area using an integral image is
valid when the two sides of the rectangle are parallel to the
horizontal and vertical axes in the image coordinate system.
To overcome the limitation, the rotation images of the maxi-
mum sized blob are generated (Fig 4(c)). Finally, the maxi-
mum rectangle is selected from all rotated images (Fig 4(f)).

2.4. Proposed Projection Area Selection Method

From the results of Section 2.3, the projection area for each
detected plane π is determined. However, in AR applications,
multiple planes are usually detected, and the planes for pro-
jection should be selected for an unknown environment.

For this, we consider the properties of planes such as
width/height ratio, color, and area in a 3D space. It is better if
the ratio is closer to the projector ratio because the projected
contents do not need to be expanded; moreover, it is better if
the color is similar to white because white reflects the beams
of a projector well. Finally, the area of the plane should be
big to project contents for immersive interaction.

We define three different score functions to consider each
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Table 1. Comparison of the proposed method with RANSAC in terms of iteration count, precision, and processing time.
Scene # RANSAC Proposed RANSAC Proposed RANSAC Proposed
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2 1017.3 126.7 92.5 93.2 1785.7 7.6
3 26888.2 118.1 87.0 87.6 2622.5 25.9
4 41656.0 123.6 92.7 90.6 5975.1 25.8
5 30159.7 120.7 95.0 94.6 6638.3 33.5
6 79696.0 35.9 86.4 87.1 7070.0 7.3
7 12566.2 175.4 90.2 89.2 1073.6 36.0

Avg. 28715.5 103.7 90.5 90.5 3815.8 20.5

Fig. 6. Results of the proposed method: (a)(c) projective dis-
tortion scene; (b)(d) corrected perspective distortion

property, and the objective function is defined to select a plane
from Π. Sa, Sc, and Sr represent score values considering
size, color and ratio of the projection area.

In Eq.(1), πa, πc, and πr are the area, mean color, and
width/height ratio of a plane π. In addition, Ψr is the projec-
tion ratio of a projector. Larger score value represents a better
plane for projection for all score functions.

Sa (π) = − exp
(
−π

a

α

)
+ 1,

Sc (π) = exp
(
−β

∑
c∈{r,g,b},π∈Π |π

c−255|
255×3

)
,

Sr (π) = max
(
−γ (πr −Ψr)

2
+ 1, 0

)
,

(1)

3. EXPERIMENTS

The experiments were conducted using a 2.40 GHz CPU, 8
GB memory. The image resolution was 640×480. To ver-
ify the proposed method, we compare the proposed method
with the RANSAC method. Since no standard dataset is avail-
able that depth map and labels of planes at the same time, we
manually generate ground truth data of 7 difference scenes to
measure the quantitative precision.

Fig 6 and Fig 7 shows the results images and the pro-
cessing time of the proposed method. The depth refinement
requires about 10 ms. The processing time of the projection
area determination and plane selection require approximately
5 ms. We can check that the processing speed of the pro-
posed method fast in realtime. Fig 6 shows the result scene
obtained through the proposed method. Also, we compared

Fig. 7. Processing time of the proposed method.

the proposed method with the RANSAC using two quantita-
tive measures using Eq.(1) (See Table 1).

4. CONCLUSION

We propose a realtime plane detection and selection method
for a projector-camera AR system in an unknown environ-
ment. The proposed method achieves significant improve-
ment in terms of speed (about 260 times faster than the
RANSAC) while retaining precision (about 90.5%) similar
to that of RANSAC. In addition, when multiple planes are
detected, the importances of projecting contents is measured
by the proposed three score functions based on the properties
of the planes such as ratio, color, and area. In addition, the
steerable projection AR hardware prototype is implemented
to offer a pervasive display environment for user spaces. This
system can create a pervasive display environment on user
spaces and can adapt in realtime. The proposed system has a
simple structure and is easy to install, making it easily appli-
cable in practical life. We believe that the proposed method
can be widely utilized in various AR scenarios such as smart
table, video conferencing, and immersive interaction.
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