
ON CLASSIFICATION OF ENVIRONMENTAL ACOUSTIC DATA USING CROWDS

Shan Zhang* Aditya Vempaty† Susan E. Parks?† Pramod K. Varshney*

* Dept. of EECS, Syracuse University
† IBM T.J. Watson Research Center

?† Dept. of Biology, Syracuse University

ABSTRACT

In this work, we use crowds for acoustic classification of animal
species in supervised and unsupervised manners. We demonstrate
the effectiveness of the proposed triplet based crowdsourcing sys-
tems via actual experiments. Moreover, we propose a generalized
1-bit RPCA algorithm to further improve classification performance.
The unique marriage of crowdsourcing and generalized 1-bit RPCA
algorithm is shown to yield excellent performance for acoustic data
classification.

Index Terms— acoustic data classification, crowdsourcing,
generalized 1-bit RPCA, animal specie classification

1. INTRODUCTION

Biological applications for animal signal detection often result in a
dataset of sub-optimal exemplars of signals, for example those de-
graded through propagation or masked with background noise. Au-
tomated detection of low SNR sounds of animals has been an on go-
ing challenge in signal processing for over two decades [1, 2]. Clas-
sification or recognition of detected low SNR sounds can be an even
great challenge, with a number of approaches applied to attempt to
detect signals from species of interest [3–5].

Crowdsourcing has become a popular paradigm for distributed
decision making [6]. By decomposing complex problems into small-
scale tasks that utilize human capabilities, crowdsourcing has shown
its efficiency for distributed inference tasks [7, 8]. Typically, in a
crowdsourcing system, human crowds are employed to solve easy-
to-answer tasks, and solutions from the crowd members are com-
bined to obtain a global inference goal by applying a fusion algo-
rithm such as plurality and majority rule [9]. In [10], crowdsourcing
and machine learning techniques are both used to classify whale calls
and performances comparison is also presented.

In this work, we use crowdsourcing to solve the classification
of environmental acoustic data by defining similarity comparisons
among objects [11]. Crowds are asked to perform classification tasks
using their significant perceptual capabilities, leading to the classifi-
cation results to achieve a classification goal. Questions of the form
“Is a more similar to b than to c” have been shown useful in ob-
taining similarity comparisons from crowds [12, 13]. Typically, we
refer to these questions as triplets. In this work, we design a triplet-
based sampling method to create similarity comparison tasks that
are provided to crowds who perform the required data classification.
Since human workers perform classification according to their own
perception of similarity, they may make different classification deci-
sions. To account for different perceptions by crowd members, we
propose a generalized binary Robust Principal Component Analysis
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(RPCA) algorithm to further improve classification performance via
the marriage of crowds and machines. To the authors’ knowledge,
the application of RPCA [14] to further improve the classification
performance of crowdsourcing systems is done for the first time.
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Fig. 1: Classification framework using crowds and 1-bit RPCA.
Supervised and unsupervised crowdsourcing systems for low

SNR acoustic data to classify animal species are proposed that are
shown in Fig. 1. Given a collection of objects to be clustered, first
triplet based similarity comparison tasks are created, and crowds are
asked to answer questions based on similarity triplets. Simple plu-
rality rule and majority rule are used to combine the crowds’ local
decisions and determine the final clusters. For the unsupervised clas-
sification system, we propose a generalized 1-bit RPCA algorithm to
further improve the classification performance. We make two main
contributions. First, we propose triplet based crowdsourcing tech-
niques for the classification of animal acoustic data. Theoretical per-
formance is characterized for both supervised and unsupervised clas-
sification systems. Second, we propose the generalized 1-bit RPCA
algorithm that is shown to be efficient and robust in improving the
classification performance of the crowdsourcing system. Simula-
tion results based on an animal sound based dataset are provided to
demonstrate the efficacy of our classification systems. It is expected
that the methodology can be scaled to larger datasets.

2. SUPERVISED CROWDSOURCING SYSTEM WITH
INDIVIDUAL CROWD PARTICIPANTS

Our supervised crowdsourcing system for classification of animal
acoustic data using independent crowd participants is described in
this section. Triplet comparisons of the form “Is a more similar to b
than to c” are designed. Plurality voting is used to combine partial
decisions from individual workers.

2.1. Model
Our crowdsourcing system consists of T independent crowd partic-
ipants, where crowds are asked to perform the classification tasks
based on animal audio clips. We assume that each worker t has
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Fig. 2: Probability of correct classification as a function of µ.
a reliability metric pt for t = 1, 2, . . . , T which is the probabil-
ity that he/she perfectly classifies the given audio clip. Therefore,
for an M -ary classification task, pt is the probability that the tth
worker decides in favor of class i when the true class is i, for i =
1, . . . ,M . We choose the Beta distribution with parameters α and
β, Beta(α, β), to characterize the crowd workers’ reliability met-
rics.We assume that we have N samples, and each sample belongs
to one of the known M classes.
2.2. Triplet Based Similarity Comparison
Since workers may not be experts in recognizing animals through
their sounds, they may not be able to directly classify and so we
should ask simpler questions. It is easier for humans to compare
two objects and determine whether they are similar or not than de-
termining the exact identity of the object. In our context, it is easier
for them to determine if a given audio clip of an animal call sounds
similar to another than determining the true species of the animal.

For any set of n samples, there are at most n3 unique triplets.
It would be expensive and time consuming if all the triplets are col-
lected. Generally, we only need to collect several thousand triplets
until enough triplets are obtained to achieve a crowdsourcing goal.
In this work, we first create triplets and distribute them to workers.
Suppose we have N samples, and all the samples belong to one of
the M clusters. Triplets are obtained in the following manner (see
an illustrative example in Fig. 4): For each of the unlabeled samples
[1, 2, · · · , N ], randomly select two labeled samples [1, 2, · · · ,M ].
There are a total of

(
M
2

)
such triplets for each sample. Due to the

desire to maintain high classification accuracy of the crowdsourcing
system, it is necessary and important to have redundancy. For each
such triplet, we add a redundancy of Q, i.e., Q copies of the triplet
are made and distributed to crowd workers. Crowd workers are asked
to decide which cluster the unlabeled sample is more similar to.
2.3. Plurality Voting Rule
In our crowdsourcing system, we apply plurality voting to combine
local decisions by crowd workers [9]. We assume that independent
responses corresponding to R triplets are available regarding one
specific unlabeled sample. After combining the decisions from R
triplets, a sample is believed to belong to the class that receives the
largest number of worker votes. Since each worker has a probabil-
ity to be wrong, correct classification is made when the fused result
is correct. The strength of the plurality voting method is its error
correction capability.
2.4. Performance Characterization
Proposition 1. The expected probability of correct classification us-
ing the plurality fusion rule [9, 15] is:

Pc(µ) =
1

M

M∑
i=1

∑
m

1

|{maxmi}|

(
R

m

)
µm(M)(1− µ)M−m(M) ,

where R =
(
M
2

)
(Q + 1) is the number of questions asked about a

single sample, m = (m1, . . . ,mM ), {maxmi} is the set of max-
ima corresponding to each class,

(
R
m

)
= R!

m1!m2!···mM !
, | · | is the

cardinality, m(M) is the maximum of all mis, and µ is the mean
value of each worker’s reliability pt.

Proof. In a plurality-based approach, R =
(
M
2

)
(Q + 1) workers

send their decisions regarding a given sample, and the plurality rule
with random tie-breaking is used to determine the final class. Let
Pc be the probability of a given sample being correct given the re-
liabilities of the workers that have answered the R triplets. Then,
Pc =

1
M

∑M
i=1 Pc,i, where Pc,i is the probability that the true class

is i and the final fused class is also i. This value is given as

Pc,i =
∑
m

∑
∀Gm

∏
k∈Gm(M)

pt
∏

k/∈Gm(M)

(1− pt)

+
∑
m

1

L

∑
∀Gm

∏
k∈Gm(M)

pt
∏

k/∈Gm(M)

(1− pt),

where Gm(M)
is a set of m(M) out of R workers who correctly

classify the given sample and L is the number of values equal to
m(M); the second part of the expression is due to the tie-breaking
rule. Since the reliabilities are i.i.d. across workers and triplets, the
expected probability of correct decision Pc is:

E[Pc] =
1

M

M∑
i=1

E[Pc,i],

=
1

M

M∑
i=1

∑
m

1

|{maxmi}|
∑
∀Gm

∏
k∈Gm(M)

E[pt]
∏

k/∈Gm(M)

E[(1− pt)],

where the expectation is with respect to the probability of partici-
pants’ reliability p, p = [p1, p2, · · · , pT ]. Therefore,

Pc(µ) =
1

M

M∑
i=1

∑
m

1

|{maxmi}|

(
R

m

)
µm(M)(1− µ)M−m(M) .

From the above proposition, observe that the performance of
the supervised crowdsourcing system is higher on an average for a
better crowd (higher µ), and for a higher value of R. This implies
that higher redundancy (Q) results in improved performance. Fig. 2
shows the classification performance with varying µwhenN = 100,
M = 4, Q = 2 and R = 18. We assume that all individual workers
have the same expected reliability of perfectly classifying the given
audio samples. For each audio sample, we have 18 individual local
decisions with respect to the comparison of this sample with each
cluster and then apply plurality fusion rule to obtain the global clas-
sification results. As we can see from the figure, the performance
improves with increasing µ.

3. CROWDSOURCING EXPERIMENT FOR SUPERVISED
CLASSIFICATION

We apply crowdsourcing and the plurality rule to classify acoustic
data with known cluster information, i.e., the ground truth and ana-
lyze our experimental results.
3.1. Data
In our experiment, we have N = 100 acoustic samples along with
the spectrum image files, that belong to M = 4 clusters (3 birds and
1 mammal): Blue Jay, Black Capped Chickadee, Eastern Chipmunk,
and Brown Creeper. For the sake of notational simplicity, we use
letters A to D to denote the four species of animals. Fig. 3 shows a
sample spectrum image that was provided along with the audio file
that is to be classified. Spectrum images were added to provide a
visual dimension to the data besides the audio dimension, thereby
making it easier for humans to perform the task. Having both visual
and audio information makes it easier for humans to perform the
similarity comparisons.
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Fig. 3: Spectrum of Blue Jay acoustic sample.
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(a) One triplet example.
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(b) Redundancy of the triplet.
Fig. 4: An example of triplet with redundancy.

3.2. Experiment
N = 100 unlabeled audio samples and their corresponding spectra
belonging to M = 4 classes (A, B, C, D) are used for the exper-
iment. Fig. 4a shows the way to create one triplet for supervised
classification with 4 clusters. Sample i can be compared by asking
class A vs class B question to determine which class it “sounds”
closer to. Similarly, there are 5 other triplets that can be constructed
using the clusters {(A,C), (A,D), (B,C), (B,D), (C,D)}. Ad-
dition of redundancy is illustrated in Fig. 4b where two additional
copies of the triplet are made resulting in Q = 2. For each such
combination, triplets were created for each sample. For each triplet,
a redundancy of Q = 2 was added. Therefore, the total number of
triplets were

(
M
2

)
(Q + 1) = 1800. We randomly distributed these

triplets to T = 36 workers ensuring that the same worker does not
answer to the same triplet twice. Each participant responded to 50
triplets, with three possible choices. Besides the two labeled clus-
ters, we also provided a “Don’t know” option, to address the case
when the sample’s true class is neither of the given two options and
the crowd worker also feels the same. Fig. 5 shows a sample triplet
consisting of an unlabeled sample to the left that is compared with
two labeled samples on the right. After participants sent their de-
cisions, we applied the plurality rule to get the final classification
result. Summary of results is presented in Table 1.

3.3. Experimental Results
Table 1 shows that we have a very good classification performance
using crowds. The slightly lower performance in some cases was
due to the fact that six people did not finish their subtasks. Also,
note that class C (Eastern Chipmunk), has perfect classification as it
can be distinguished from others when using similarity triplets but is
often confusing otherwise. Also observe that for M = 4 and Q =
2, the value of R = 18 and we have observed the average correct
classification probability of Pc = 0.92. The confusion matrix is
shown in Table 2.

Fig. 5: A sample similarity triplet that a crowd worker responds to.

Table 1: Classification Results using Plurality Rule

Classes Number of Samples Errors Correct Probability
A 25 1 0.96
B 25 4 0.84
C 25 0 1
D 25 4 0.84

Table 2: Confusion Matrix
XXXXXXXXXTrue

Classified A B C D Don’t know

A 24 0 0 0 1
B 0 21 1 3 0
C 0 0 25 0 0
D 1 3 0 21 0

4. UNSUPERVISED CLASSIFICATION WITH
INDIVIDUAL CROWD PARTICIPANTS

4.1. Model
Our unsupervised crowdsourcing system consists of N audio clip
samples to be classified and T independent crowd participants with
associated reliability metric pt for t = 1, 2, . . . , T . For the unsu-
pervised classification task, pt is the probability that the tth worker
makes a correct decision on the comparison of sample i and sample
j, for i, j = 1, 2, . . . , N . In particular, it is the probability that the
decision provided by the worker is k, when the true comparison de-
cision of sample i and j is k, k = 0, 1. For notational simplicity,
let [N ] denote the integer set [1, 2, . . . , N ]. We also assume that all
the clusters are disjoint, and all crowd workers make their own de-
cisions independently. Different from the supervised crowdsourcing
system, the number of clusters is unknown. Triplets are obtained in
the following way: For each sample i, i ∈ [N ], randomly choose
distinct pairs from the entire set of samples [N ] (each sample can
only be chosen once) till all the samples are chosen. There are a to-
tal number of N

2
such triplets with sample i and a distinct pair. After

obtaining triplets for all the samples [N ], we add a redundancy of Q
for each triplet and distribute the set of all triplets to crowd workers.
For each triplet, workers are asked to decide if the samples j and h
are similar to sample i and make comparison decisions k ∈ {0, 1}
for sample pairs (j, i) and (h, i). After collecting the decisions from
individual workers, the majority voting rule is applied to obtain the
global comparison results in an N ×N matrix called the observed
similarity matrix Y where Yij = 1 (Yij = 0) denotes that a ma-
jority of the individual workers believe that sample i and j are (not)
from the same cluster. Since errors are inevitable in a crowdsourcing
system, the generalized 1-bit RPCA approach is applied to improve
classification performance.

4.2. Performance Characterization via Crowdsourcing
Suppose H (H < T ) is the number of participants that respond to
the similarity task between samples i and j.
Proposition 2. The expected probability of correct classification for
unsupervised classification using the majority fusion rule [9,15] is:

Pc(µ) =

[
1

2

(
1 + SH,µ

(
H

2

)
− SH,(1−µ)

(
H

2

))]N2

(1)

where H = Q + 2 is the number of questions regarding sample
i, j ∈ [N ], SH,µ(·) is the complementary cdf of the binomial ran-
dom variable B(H,µ) and µ is the mean value of each worker’s
reliability pt.
Proof. In a majority-based approach, H = Q + 2 workers send
their local decisions regarding samples i, j in triplets, i, j ∈ [N ].
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Let Pc be the probability of a correct decision given the reliabil-
ities of the workers that have answered the H questions. Then,
Pc =

∏N
j=1

∏N
i=1 P

ij
c,p, where P ijc,p is the probability that the true

comparison decision between samples i and j is k and the final fused
decision by combining the partial decisions from crowd workers is
also k, k = 0, 1. This value is given as P ijc,p =

Pd+1−Pf

2
, where

Pd is the probability that a worker declares samples i and j as ‘1’
when the true decision is ‘1’ and Pf is the probability that a worker
declares samples i and j as ‘1’ when the true decision is ‘0’. Under
the majority rule for sample i, j,

Pd =

H∑
k=bH

2
+1c

∑
∀Gk

∏
g∈Gk

pt
∏
g/∈Gk

(1− pt),

Pf =

H∑
k=bH

2
+1c

∑
∀Gk

∏
g∈Gk

(1− pt)
∏
g/∈Gk

pt,

where Gk is the set of k out of H workers who determine ‘1’ and pt
is the probability of the tth worker making a correct decision for
sample i, j. Since the reliabilities are i.i.d. across workers and
triplets, E[Pc] =

∏N
j=1

∏N
i=1E[P ijc,p], where the expectation is

with respect to the probability of participants’ reliability p, p =
[p1, p2, · · · , pT ].

E[Pd] =

H∑
k=bH

2
+1c

(
H

k

)
µk(1− µ)H−k = SH,µ

(
H

2

)
,

E[Pf ] =

H∑
k=bH

2
+1c

(
H

k

)
(1− µ)kµH−k = SH,(1−µ)

(
H

2

)
.

Therefore, we get the desired result.
4.3. Generalized 1-bit RPCA Algorithm
In supervised acoustic animal classification experiments, fairly good
classification performance was obtained using crowds. However,
since crowds have very different criteria in making decisions, a sig-
nificant number of errors occur in classifying the audio clips in un-
supervised classification. The observed similarity matrix Y is ob-
tained by applying the majority rule on all sample pairs (i, j) for
i, j ∈ [1, 2, . . . , N ]. The errors due to unreliable crowds can be
assumed to be sparse corruptions, and the true similarity matrix L
is typically low rank [16]. Inspired by the RPCA algorithm [14],
we propose a generalized 1-bit RPCA algorithm to estimate the true
similarity matrix from a noisy one.

Note that the similarity matrices Y and L are binary. We rep-
resent the noisy similarity matrix Y obtained from unsupervised
crowdsourcing classification as Y = L ⊕ S, where S is a binary
corruption matrix, and ⊕ denotes binary addition. In our model, we
assume if there is noise (Sij = 1), Lij will be flipped from 1 to 0 or
0 to 1. The true similarity matrix L is defined such that Lij = 1 if
i, jth sample belong to the same cluster, and 0 otherwise. Moreover,
the noisy observed matrix Y is given by

Yi,j =

{
Li,j w.p. P i,j

c,p

1− Li,j w.p. 1− P i,j
c,p

(2)

where P i,jc,p is the probability that the true comparison decision is k
of sample i, j and the fused decision given by unsupervised crowd-
sourcing system is also k, k = 0, 1. In other words, the noise matrix
S follows Bernoulli distribution with probability P i,jc,p.

To approximate L, we aim to maximize the log-likelihood func-
tion of the optimization variable Y [17] subject to a set of convex
constraints. In our case, the log-likelihood function is given by
LY :=

∑
(i,j)∈RN×N

log(I[Yi,j=1]P (Yi,j | Li,j)+I[Yi,j=0]P (Yi,j | Li,j)).
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Fig. 6: Averaged Jaccard similarity coefficient as a function of µ.

The problem of recovering L is cast as
maximize LY

subject to 0 ≤ Li,j ≤ 1 for all i, j

‖L‖∗ ≤ σ
(3)

where the nuclear norm constraint ‖L‖∗ ≤ σ is a relaxation of the
low-rankness of matrix L [18]. Parameter σ > 0 is used to tune the
rank of L and is determined via cross-validation or AIC/BIC [19].
Binary-valued L is relaxed as 0 ≤ Li,j ≤ 1, i, j ∈ [N ] [20].
4.4. Simulation Results
Assume we have N = 100 samples to be classified, and H = 18
individual crowd workers who make similarity decisions of sample
i and j, i, j ∈ [100]. As with supervised classification, we assume
all individual crowd workers to have the same expected reliability of
perfectly classifying the given audio samples. To characterize classi-
fication performance of the unsupervised system, we employ Jaccard
similarity coefficient to compare the similarity matrices. The Jaccard
index of similarity between L and L̂ is J(L, L̂) = |L∩L̂|

|L|+|L̂|−|L∩L̂| ,
where | · | denotes the size of the set. When J = 0, the recovered
matrix L̂ has no intersection with true similarity matrix L. The case
J = 1 implies that these two matrices are the same.

Fig. 6 shows the classification performance of the unsupervised
classification system. We used 100 Monte Carlo runs to obtain
the averaged Jaccard similarity coefficient for four classification
methods as a function of reliability of individual workers. First,
we demonstrate the performance of the proposed crowdsourcing
system where majority rule is used to fuse partial solutions from
crowds. Second, for comparison, we show the classification per-
formance using crowds without applying majority rule, where only
one single crowd worker performs the comparison of sample i and
j, i, j ∈ [100]. Then, we present further classification performance
by applying the proposed generalized 1-bit RPCA algorithm to the
above crowdsourcing methods. As we can see from the figure, the
performance of the unsupervised classification system improves
with increasing µ which is consistent with that of our supervised
model. Unfortunately, the recovery performance when using gener-
alized 1-bit RPCA is poor when µ ≤ 0.6. However, when µ ≥ 0.7,
we can see that the generalized 1-bit RPCA algorithm gives good
performance in recovering the true similarity matrix from the noisy
similarity matrix. Moreover, the recovery performance is pretty
good even without applying majority rule in the crowdsourcing sys-
tem when µ ≥ 0.7. Furthermore, the proposed generalized 1-bit
RPCA algorithm works nearly perfectly when the majority rule is
applied in the crowdsourcing system. This is because the probability
of correct classification after applying the majority rule is already
pretty high (more than 0.7) and the true similarity matrix can be
perfectly recovered with high probability.
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