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ABSTRACT

This paper proposes automatic gain control with integrated signal
enhancement for specified target and background-noise levels. The
input signal is separated into a target signal and background noise
by signal enhancement. The processing gains for the target and the
noise are calculated from their estimated magnitudes and desirable
output levels. After independent amplification/attenuation of the tar-
get signal and the noise, they are summed up to construct the out-
put signal with their specified levels. Because of independent gain
control, a more suitable signal for user needs can be obtained. Eval-
uation results demonstrate that the proposed gain control provides
as much as 6 dB better gain than a commercial voice recorder with
comparable signal quality.

Index Terms— AGC, Gain control, Distant signal, Noise level,
Signal enhancement

1. INTRODUCTION

Gain control is a versatile function which is applied to a wide variety
of products [1, 2]. An input signal is amplified or attenuated with a
factor of Gs(l) with a time index l so that any signal will have a
power that is appropriate for a specific application. Typical appli-
cations include recording of audio signals arriving at a microphone
from different distances, teleconferencing with several participants
seated around the table [3], speakerphones [4], voice control sys-
tems [5], word spotting [6], and hearing aids [7].

When gain control is applied to a speakerphone, it is necessary to
amplify a distant speech to make it comparable in power to a near-
field speech. One of the most popular approaches is a nonlinear
input-output gain function with voice activity detection [4, 5]. In
order to avoid overflow in fixed-point arithmetic implementation, a
large input signal is assigned a smaller gain than unity. However, de-
sign of the input-output gain function should reflect the input-signal
dynamic range and is not an easy task. The overall performance is
dependent on insufficient voice activity detection.

In noisy environment, if a gain is simply applied to the distant
signal, both the target signal and the background noise are equally
amplified. As a result, the noise components are more audible and
annoying although the target signal is amplified and easier to lis-
ten to. This degradation of the amplified signal is more noticeable
in non-speech sections where only the amplified noise exists. It is
therefore important to keep the background-noise level equal to or
smaller than that before amplification. On the other hand, the target-
signal level should be adjusted independent of the background-noise
level. However, there is no literature about gain control that enables
independent control of the target signal and the background noise
levels. Taking into account recent evolution of signal enhancement
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Fig. 1. Proposed automatic gain control for specified signal levels:
A general structure.

with a single [8]-[12], dual [13]-[27], and multiple microphone sce-
narios [28]–[33], it is possible to separate the target signal and the
noise and apply independent gains for optimum gain control.

This paper proposes automatic gain control with integrated sig-
nal enhancement for specified target and background-noise levels.
The following section discusses a general structure of the proposed
gain control with an emphasis on gain calculation for the target sig-
nal, which can be integrated with various types of signal enhance-
ment, followed by a specific gain control structure with an integrated
noise suppressor as a simple example. In Section 3, evaluation re-
sults are demonstrated to show superior control capability and com-
parable signal quality to a commercial voice recorder.

2. PROPOSED AUTOMATIC GAIN CONTROL
2.1. General Structure
A general structure of the proposed gain control is depicted in Fig.
1. It consists of Signal Enhancement, Noise Estimation, Gain Cal-
culation, and gain multiplications for the target signal and the back-
ground noise. Assuming frequency-domain processing including
gain control, Fig. 1 represents processing in one frequency bin be-
tween a forward and an inverse transform pair such as Fourier trans-
form. An input signal XI(k, l) is defined as a sum of a target signal
S(k, l) and a noise signal (i.e. non-target) D(k, l) as

XI(k, l) = S(k, l) +D(k, l), (1)

where k and l represent a frequency and a frame index. The in-
put signal magnitude |XI(k, l)| may be provided in multiple chan-
nels for multichannel signal enhancement. One or more “reference”
noise signals like |XR(k, l)| may be available for adaptive noise can-
cellation to estimate the true noise accurately.

At the output of Signal Enhancement, an enhanced target sig-
nal or a target signal estimate |Se(k, l)| is obtained. Assuming that
S(k, l) and D(k, l) are not correlated, it is straightforward to cal-
culate a noise or interference estimate |De(k, l)| based on (2) once
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|Se(k, l)| becomes available.

E[|XI(k, l)|2] = E[|S(k, l)|2] + E[|D(k, l)|2]. (2)

Calculation of a processing gain GD(l) for the noise estimate
|De(k, l)|2 is easier than Gs(l) with a given desirable level |DT |.
This is because an estimated noise is relatively stationary by some
averaging in estimation. |De(k, l)| is first averaged over frequency
to make it a frequency independent value |De(l)| as

|De(l)| =
1

k2− k1 + 1

k2∑
k=k1

|De(k, l)|, (3)

|De(l)| = λ|De(l − 1)|+ (1− λ)|De(l)|, (4)

with a constant λ. k1 and k2 may span the fullband or a subband
which has a narrower bandwidth. The spectral shape of the back-
ground noise should be maintained by a frequency independent gain
GD(l) and its level should change slowly with time.

GD(l) = |DT |/|De(l)|, (5)

so that a gain-controlled noise |DO(k, l)| is given by

|DO(k, l)| = GD(l) · |De(k, l)| ≈ |DT |. (6)

Practically, the desirable noise level is set as

|DT | = αD · |De(l)|, (7)

with αD ≤ 1 so that the noise is not amplified.
A processing gain Gs(l) for the target signal is more complex

as is explained in the following subsection. Gs(l) is commonly used
for all frequencies to maintain the original spectral shape of the target
signal, thus, it has no frequency index. With Gs(l), a gain-controlled
target |SO(k, l)| is given by

|SO(k, l)| = Gs(l) · |Se(k, l)|. (8)

The gain-controlled output signal |XO(k, l)| is given by

|XO(k, l)| =
√

|SO(k, l)|2 + |DO(k, l)|2. (9)

Because of this addition, imperfection of the target-noise separation
is offset to some extent. |XO(k, l)| is combined with a phase, typi-
cally, a noisy phase of the input signal, and applied the inverse trans-
form for construction of a time-domain gain-controlled signal.
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Fig. 3. Upper limit Gsm of Gs(l) to avoid distortion by over-
amplification.

2.2. Gain Calculation for Target Signal
A processing gain Gs(l) for the target is calculated based on signals
|Se(k, l)| and |SO(k, l)| before and after scaling as depicted in Fig.
2. |Se(k, l)| is averaged over frequency as

|Se(l)| =
1

k2− k1 + 1

k2∑
k=k1

|Se(k, l)|, (10)

It is then averaged over time to obtain its average |Se(l)|.

|Se(l)| = λ|Se(l − 1)|+ (1− λ)|Se(l)|. (11)

The actual value of λ is controlled with two settings to implement
“fast attack and slow decay” as

λ =

{
λup |Se(l)| ≥ |Se(l − 1)|
λdown otherwise

. (12)

λup ≤ λdown is maintained to make the tracking speed faster and
to avoid overflow when the processing gain should decrease at an
attack. |SO(l)| is caluculated similarly from |SO(k, l)|.

The processing gain Gs(l) is updated by a single-tap NLMS al-
gorithm with an averaged input signal |Se(l)| and an averaged output
signal |SO(l)| as

Gs(l + 1) = Gs(l) + µ · |Se(l)| · {|SO(l)| − |ST |}
|Se(l)|

2 , (13)

where |ST | is a desirable target signal level.
Gs(l) is further applied an upper limit GSm(|De(l)|) to avoid

over-amplification as illustrated in Fig. 3. Over-amplification results
in distortions with degraded signal separation by a large noise mag-
nitude (A3A4) or with insufficient precision by a combination of
small noise and target-signal magnitudes (A1A2). Assuming poor
signal separation for |De(l)| ≥ δ2, GSm(|De(l)|) = 1 for such
values of estimated noise |De(l)| (A3A4). For example, with δ2 =
0.5 · |ST |, good signal separation is assumed for signal-to-noise ra-
tios (SNRs) greater than 6dB. From A3 toward left, GSm(|De(l)|)
can take a larger value as the noise decreases with a negative slope of
A2A3. For |De(l)| ≤ δ1 (i.e. A1A2), noise is small and big ampli-
fication is needed. It means that the target signal has a small magni-
tude and poor resolution for unlimited amplification. GSm(|De(l)|)
should have an upper limit G0 which depends on the arithmetic pre-
cision NB , a head room NH , and a minimum target-signal level
Smin given by NB .

G0 · Smin ≤ 2NB−1−NH . (14)
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NH is for the variance of the target signal from its average |Se(l)|.
Assuming that Smin is comparable to half the full-scale magnitude
without NH , i.e. Smin = 2INT{(NB−1−NH )/2} with an integer op-
erator INT{·},

G0 = 2NB−1−NH−INT{(NB−1−NH )/2}. (15)

From Fig. 3, Gsm(|De(l)|) is given by

log{Gsm(|De(l)|)} = − log(G0/1)

log(δ2/δ1)
log

|De(l)|
δ1

+ logG0, (16)

and limited by

Gsm(|De(l)|) =
{

G0 Gsm(|De(l)|) > G0

1 Gsm(|De(l)|) < 1
. (17)

Gs(l) is finally limited by the following equation

Gs(l) = min{Gs(l), Gsm(|De(l)|)}, (18)

where min{·} is a minimum-value operator.

2.3. Structure with an Integrated Noise Suppressor

After any signal enhancement, the enhanced signal should have a
much higher SNR than the input noisy signal. For such a signal,
a single channel enhancement is often applied as post processing.
Therefore, design of automatic gain control integrated with a noise
suppressor is essential.

Figure 4 shows a blockdiagram of the proposed automatic gain
control integrated with a noise suppressor. It consists of Noise Esti-
mation, Spectral Gain Calculation, and Gain Multiplications for the
target and the background noise. Compared to the general structure
in Fig. 1, Signal Enhancement is replaced with Noise Estim, Spec.
Gain Calc, and a multiplier to generate |Se(k, l)|. Noise Estimation
is also replaced with Conv and a multiplier to generate |De(k, l)|.

An estimated noise magnitude,
√

σ2
n(k, l) is supplied to Gain

Calculation in place of a reconstructed noise estimate |De(k, l)|.
σ2
n(k, l) is generally better than |De(k, l)|2 because (2) is valid

based on an assumption that S(k, l) and D(k, l) are uncorrelated,
which is often violated. Conv calculates a noise-separation gain
Q(k, l) from the target-separation gain P (k, l) by

Q(k, l) =
√

1− P 2(k, l). (19)

Other operations of Fig. 4, including Gain Calculation, are same as
in Fig. 1.

Table 1. Parameters.

λup 0.87096 λdown 0.93326
NH 2 µ 0.03
|ST | −27 dBov |DT | 0.4× |De(l)| (αD = 0.4)
δ1 δ2/G0 δ2 0.5× |ST | (−33 dBov)
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Fig. 6. Gain and signals with a noise level of −33 dBov.

3. EVALUATION
Evaluations were performed using a recorded speech and a recorded
noise signal sampled at 48 kHz. The speech level was changed with
time to implement different signal levels before being mixed with
noise with different levels. A noise suppressor [12], with its demon-
strated good performance, was used for signal enhancement to en-
able independent adjustment of the target signal level and the noise
level. The frame size was set to 480 with a 50% overlap and 64
sample zero padding to apply a 1024 point DFT (discrete Fourier
transform). NB was set to 16. Parameters are summarized in Tab. 1.

3.1. Evaluation for Different Noise Levels with Changing
Target-Signal Levels

Figures 5 through 8 demonstrate an input signal with no scaling
(black, top), an enhanced (noise-suppressed) signal with no gain
(gray, top), a gain Gs(l) for the target signal (white, center), and
an enhanced signal with gain control (black, bottom) for noise levels
of −27, −33, −39, and −45 dBov. The speech level was changed
from −24 to −15 dBov and from −39 to −27 dBov (left to right).
Because the speech level was increased from the center toward the
right, continuing from the left toward the center, the enhanced signal
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Fig. 8. Gain and signals with a noise level of −45 dBov.

in gray without gain control has a higher power level as it goes in that
order. To compensate for this increase, the target signal gain Gs(l)
successfully takes a smaller value toward the right with a sharp jump
at the center. Thus, the enhanced signal with gain control has almost
constant power level on average. Figures 5 and 6, which represent
a high noise level, exhibit the unit gain (0 dB) from the center to
the right. This is because the target signal gain Gs(l) is limited to
avoid over-amplification of the speech as shown in A3A4 of Fig. 3.
A larger gain is observed for −39 to −45 dBov noise levels in Figs.
7 and 8. The enhanced signal in black at the bottom of the figures
has almost constant power except big spikes in the left half figure.
These spikes were generated by insufficient tracking speed of the
target signal gain Gs(l). Introduction of delay in the processing will
remove these spikes. However, informal listening showed that too
short spike-existing durations make them inaudible with no delay.

3.2. Comparison with a Commercial Product
The proposed gain control was compared to Voice Balancer on
Olympus VP-10 which was released in April 2015 and seems to have
a nonlinear input-output gain. Other conventional methods do not
disclose parameter values and are not available for comparison.

Figure 9 demonstrates (a) an input signal, (b) an output by Voice
Balancer, and (c) an output by the proposed gain control for the
noise-free case that is most preferable for Voice Balancer. To model
distant talkers, multiple input speech levels were included. It is clear
that the proposed gain control results in constant output power for a
wide range of input speech levels. Shown in Tab. 2 are RMS (root-
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Fig. 9. Comparison with a commercial product by output signals. (a)
Input signal with no gain control, (b) Output signal by a commercial
voice recorder, (c) Output signal by proposed gain control.
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Fig. 10. PESQ comparison of the gain controlled signal in the noise-
free condition.

Table 2. RMS output ratio of Voice Balancer to proposed gain con-
trol in dB. with values in Fig. 9.

Input Speech [dBov] −39 −33 −27 −21 −15
RMS ratio to proposed −4.4 −1.1 0 1.2 1.6

mean-square) output level of Voice Balancer in Fig. 9 normalized
to that of the proposed gain control. The Voice Balancer output is
4.4 dB under-amplification and 1.6 dB over-amplification for input
speech levels of −39 and −15 dB, respectively. This result indi-
cates that Voice Balancer may result in 6 dB under-amplification for
a distant talker when the speech level of the near-end talker is ap-
propriately maintained. The proposed AGC does not commit over-
amplification in such a case as demonstrated in Fig. 9 for a speech
level of −15 dB.

From a viewpoint of the amplified target-signal quality, PESQ
scores for Voice Balancer and the proposed gain control are com-
pared in Fig. 10 for the noise-free case to eliminate possible dis-
tortion by signal enhancement. The comparable scores demonstrate
that the proposed gain control provides as much as 6 dB better dis-
tant talker amplification without sacrificing the local speech quality.

4. CONCLUSION
Automatic gain control with integrated signal enhancement for spec-
ified target signal and background-noise levels has been proposed.
Thanks to target-noise separation and their independent gain control,
an appropriate target-signal level has been achieved without affect-
ing the background noise. Evaluation results have demonstrated su-
perior gain control for a wide range of target-signal and noise levels.
Comparison of output signals has shown that the proposed gain con-
trol provides as much as 6 dB better gain control with comparable
signal quality to a commercial voice recorder.
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