
SPEECH TEMPORAL DYNAMICS FUSION APPROACHES FOR NOISE-ROBUST
REVERBERATION TIME ESTIMATION

Mohammed Senoussaoui
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ABSTRACT

Reverberation and noise are known to be the two most important
culprits for poor performance in far-field speech applications, such
as automatic speech recognition. Recent research has suggested that
reverberation-aware speech enhancement (or speech technologies, in
general) could be used to improve performance. However, recent
results also show existing blind room acoustics characterization al-
gorithms are not robust under ambient noise and there is still room
for improvement under such settings. In this paper, several fusion
approaches are proposed for noise-robust reverberation time estima-
tion. More specifically, feature- and score-level fusion of short- and
long-term speech temporal dynamics features are proposed. With
noise-aware feature-level fusion, gains of up to 15.4% could be seen
in root mean square error. Score-level fusion, in turn, showed further
improvements of up to 9.8%. Relative to a recently-proposed noise-
robust benchmark algorithm, improvements of 30% could be seen,
thus showing the advantages of speech temporal dynamics fusion
approaches for noise-robust reverberation time estimation.

Index Terms— Reverberation time, speech enhancement, mod-
ulation spectrum, room acoustics, hands-free communications.

1. INTRODUCTION

Speech technologies have left the research laboratory and are in-
creasingly making their way into homes and offices. Today, a mul-
titude of innovative voice-driven applications have emerged, trans-
forming the way we interact with digital services and information.
Automatic speech recognition (ASR), for example, has opened doors
for automatic meeting transcription, in-vehicle control, smart TV
and smartphone interaction, voice-based searches, to name a few
applications. These speech applications are known to perform reli-
ably in quiet rooms with close-talking microphones, but severe per-
formance degradation occurs in more practical scenarios involving
noisy environments and far-field microphones (e.g., hands-free tele-
conferencing and voice-enabled TV interaction) [1]. This degrada-
tion occurs mainly due to ambient noise and room reverberation, thus
current research has aimed at developing advanced speech enhance-
ment algorithms and/or noise-robust speech systems. Recent results,
however, showed that further improvements are still needed in order
to achieve acceptable performance [2].

Recently, it has been shown that environment-aware speech
technologies can lead to improved performance. In [3], for example,
the clarity index was used to improve speech recognition results. In
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ance Foundation.

turn, Reverberation Time (a common measure of room reverbera-
tion level, commonly termed RT60 or simply T60, as it quantifies
the required time for the sound energy to decay by 60 dB after the
extinction of the sound source) was used to select optimal models
for far-field speech recognition [4] and speaker identification [5].
Measuring room acoustic parameters from speech, however, is not
trivial, particularly in noisy environments, as recently shown by the
Acoustic Characterization of Environments Challenge [6] and in [7].

Several “blind” approaches to estimating room acoustics param-
eters from speech recordings have been proposed in the literature
over the past few years. Classical approaches have relied on estimat-
ing the time constant of the signal decay using maximum-likelihood
(ML) approaches [8] or characteristics of the distribution of decay
rates [9]. Due to their sensitivity to noise, updated versions of these
methods have been recently proposed. In [10], an efficient T60 esti-
mator based on a ML approach is proposed, where a smoothed his-
togram of the ML-predicted T60 for each frame is used to increase
robustness of predictions; however, this is used in conjunction with
a non-smoothed histogram of the last estimates, in order to enable
faster updates of the prediction when T60 changes. The authors pro-
pose four other algorithms that improve this approach in [11], where
subband information is exploited via a weighted average of the up-
per subband reverberation time (RT) estimates. In these updated al-
gorithms, the authors do not use the fast-tracking of time-varying
RT as it reduces noise robustness of the method. In [12], a SNR-
dependent selection of time-frequency bins with higher likelihood of
speech presence is proposed. Alternately, data-driven methods have
been proposed where multiple features are extracted from the speech
signal and mapped to different acoustic parameters (e.g., T60, C50)
[13]. Short- and long-term speech temporal dynamics, in turn, were
also shown to correlate with T60 [14] and reverberant speech quality
[15]. Comparative analysis between different estimators has sug-
gested that existing tools are sensitive to signal-to-noise ratio (SNR)
levels [7], as well as to room reverberation levels [16].

In this paper, we propose different fusion strategies to improve
T60 estimation in noisy environments. We build on the work of
[14] and explore the fusion of short- and long-term speech tempo-
ral dynamics features, using both SNR-dependent and independent
approaches. Experimental results show the proposed fusion method
significantly improving blind room acoustics characterization per-
formance in noisy scenarios and outperforming a noise-robust T60
estimation algorithm [12]. The remainder of this paper is organized
as follow. Section 2 motivates the fusion of speech temporal dynam-
ics information. The proposed fusion strategies then are described in
Section 3. Sections 4 and 5 show the experimental setup and results,
respectively. Lastly, conclusions are presented in Section 6.
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Fig. 1. T60 estimation errors (seconds) obtained via a GLM mapping of four (a) short- and (b) long-term features.

2. FUSION OF SHORT- AND LONG-TERM SPEECH
TEMPORAL DYNAMICS: MOTIVATION

The use of short- and long-term speech temporal dynamics was
shown to be useful for T60 estimation in both clean and noisy
environments [14, 7]. As in [14], the short-term dynamics are
characterized by statistics computed from the delta coefficient of
the zeroth order cepstral coefficient (a measure of the short-term
log-spectral energy). Let c0pmq denote the zeroth order cepstral co-
efficient for frame m and ∆c0pmq the zeroth order delta coefficient,
thus

∆c0pmq “
L
ÿ

l“´L

l c0pm` lq, (1)

where the normalization factor
řL

l“´L l
2 is omitted as it does not af-

fect the results; in our simulations L “ 5 is used. In order to capture
short-term dynamics, sample statistics are computed from N ∆c0
samples (xi). In particular, standard deviation (σ∆), skewness (S∆),
kurtosis (K∆), and median absolute deviation (D∆) are computed
according to

σ∆ “

g

f

f

e

1

N ´ 1

N
ÿ

i“1

pxi ´ x̄q2, (2)

S∆ “

?
N

N
ÿ

i“1

pxi ´ x̄q
3

˜

N
ÿ

i“1

pxi ´ x̄q
2

¸3{2
, (3)

K∆ “

N
N
ÿ

i“1

pxi ´ x̄q
4

˜

N
ÿ

i“1

pxi ´ x̄q
2

¸2 ´ 3, (4)

D∆ “ medianip|xi ´medianjpxjq|q, (5)

where x̄ indicates the sample average of xi. These four features are
used as correlates of short-term dynamics.

Long-term temporal dynamics, in turn, are quantified via the
modulation spectral representation described in [14, 15] and com-
puted using the publicly available SRMRToolbox1. Here, only a
brief description of the signal processing steps required is given;
the interested reader is referred to [14, 15] for more details. First,
the speech signal is filtered by a bank of 23 critical-band gam-
matone filters. The temporal envelope of each gammatone filter
output is then calculated based on the Hilbert transform. Tempo-
ral envelopes are multiplied by a 256 ms Hamming window with
32 ms shifts and the modulation spectrum is then computed via
a discrete Fourier transform. Lastly, modulation frequency bins
are grouped into 8 bands. The modulation energy for gammatone
channel j, modulation channel k, and frame m is given by Ej,kpmq,
j “ 1, . . . , 23; k “ 1, . . . , 8;m “ 1, . . . ,M , where M denotes the
total number of frames for a particular speech signal.

From [14], it was shown that modulation energy concentrated
around k “ 1 corresponded mostly to speech components, whereas
for k “ 5 ´ 8 to reverberation. As such, a per-band speech-to-
reverberation modulation energy ratio (SRMRk) was proposed and
given by:

SRMRk “

23
ÿ

j“1

M
ÿ

m“1

εj,1pmq

23
ÿ

j“1

M
ÿ

m“1

εj,kpmq

, k “ 5, 6, 7, 8. (6)

These features are used as correlates of long-term dynamics.
The plots in Fig. 1 (as well as from Fig. 4 and Fig. 10 in [14])

motivate the proposed fusion approaches. A generalized linear re-
gression (GLM) model was used to map the four short-term (plot
a) and four long-term (plot b) features described above into T60
estimates for three different SNR levels using simulated reverber-
ant speech with T60 levels ranging from 0.08 to 2.05 seconds. As
can be seen, the short-term features are able to estimate accurately

1https://github.com/MuSAELab/SRMRToolbox
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Fig. 2. Block diagram of proposed feature-level fusion strategies,
including (a) SNR-independent, (b) SNR as a feature, and (c) SNR-
aware fusion.

T60, particularly for lower reverberation levels. At approximately
T60 “ 0.8 s, however, estimation errors and estimation error vari-
ance increases, especially at lower SNR levels. For long-term fea-
tures, on the other hand, an almost opposite behaviour is seen. For
T60 ą 0.8 s, estimation errors and error variances start decreasing,
particularly for lower SNR levels. Such complementary behaviour
suggest that the fusion of short and long-term features should im-
prove overall T60 estimation accuracy over a wide range of reverber-
ation levels. Moreover, estimator behaviour is shown to be sensitive
to SNR levels, thus suggesting that an SNR-aware fusion strategy
could further improve T60 estimation in noisy environments. These
insights have motivated the proposed feature- and score-level fusion
strategies described next.

3. PROPOSED FUSION STRATEGIES

3.1. Feature-level Fusion

Figure 2 (a-c) depicts the three feature-level fusion strategies ex-
plored here. The first (subplot a) depicts a simple, SNR-independent
feature fusion scheme where the 4-D short-term feature vector is ap-
pended to the 4-D long-term feature vector to create a final 8-D vec-
tor. A GLM regressor based on a normal distribution and logarithmic
link function is used to map the 8-D vector into a final T60 value.
Next, two SNR-dependent approaches are explored. First, (subplot
b), SNR is explored as an input feature to be fused with the short-
and long-term features, thus resulting in a 9-D vector to be mapped

via GLM regression to a final T60 value. Lastly, (subplot c) pro-
poses an SNR-aware strategy where the SNR is used to shift between
three GLM models, namely low (ă 5dB), medium (5 ď SNR ă 15
dB), and high (ě 15 dB) SNR. Each model is trained on the 8-D
fused short- and long-term features. In both cases, the SNR is esti-
mated from the noisy speech signal using the noise analysis module
of the International Telecommunication Union ITU-T P.563 single-
sided speech quality measurement algorithm [17]. Estimation is per-
formed by calculating the levels of speech and noise sections iden-
tified during voice activity detection; reliable SNR estimation ac-
curacy was reported previously in [14]. These three T60 predic-
tors (short, long, and fused) under the three fusion schemes (SNR-
independent, SNR as a feature, and SNR-aware) are tested under
different score-level fusion strategies, as described next.

3.2. Score-level Fusion

Here, three score-level fusion strategies are explored based on the
outputs from the five different regressors described above (i.e short-
term regressor, long-term regressor and three feature-level fusion re-
gressors). The first is a simple averaging strategy, where two T60 es-
timates are averaged into a final value. In our experiments, all possi-
ble pair combinations were tested and only the one that achieved the
highest accuracy is reported in Section 4. Second, a manual thresh-
olding rule is explored based on the rule depicted by Fig. 3. More
specifically, based on insights shown in Fig. 1, the following fusion
rules are used: (1) if the estimated SNR is lower than 5 dB and the
average estimated T60 (averaged from the predictors A and B, which
could be any of the five described above) is (i) below 0.8 s, then the
score from predictor A is used; otherwise (ii) the score from predic-
tor B is used, and (2) if the estimated SNR is greater than 5 dB and
the average T60 is (iii) below 0.8 s, then the scores from predictor B
are used; otherwise (iv) the scores from predictor A are used. The
advantage of these two score fusion strategies is that they do not rely
on training of a separate fusion model. Lastly, a regression tree was
used as an automated method to fuse the scores from two of the five
potential T60 predictors. Here, a bootstrap aggregation (bagging)
technique that is known to improve both the stability and predictive
power of the trees was used [18, 19]. In order to keep the models
simple and avoid overtraining, an ensemble of 25 trees was chosen
empirically.

4. EXPERIMENTAL SETUP

In the experiments described herein, the TIMIT database was used.
The original partitioning of training and test speakers (462 and 168,
respectively) was kept to ensure unseen speakers during testing. For
training of the GLMs and Regression Trees, the clean TIMIT train-
ing data was convolved with synthetic room impulse responses (RIR)
created using the image method [20, 21] with T60 values ranging
from 0.10 ´ 2.00 s with 0.1 second increments. Next, a simulated
speech shape noise generated from TIMIT train part was added to the
reverberant signals at SNR levels of 0 dB, 10 dB, and 20 dB. The cor-
rupted signals were then level-normalized to -26 dB overload (dBov)
using the ITU-T P.56 voltmeter [22]. Next, the TIMIT clean test
set was corrupted by a combination of synthetic and recorded RIRs.
More specifically, the image method was used again to generate syn-
thetic RIRs corresponding to T60 values ranging from 0.25 ´ 2.05
s in increments of 0.2 s, thus resulting in values different from those
available in the training set. Moreover, the recorded RIRs avail-
able in the Aachen Impulse Response (AIR) database [23, 24] were
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Table 1. Performance comparison for proposed feature and score-level fusion strategies. Values in bold represent the fusion and scoring
approaches that resulted in the lowest RMSE, MAE or ρ values.

Feature fusion
SNR-independent SNR as a feature SNR-aware

RMSE MAE ρ RMSE MAE ρ RMSE MAE ρ

Short-term features 287.91 173.79 0.85 280.04 171.36 0.86 354.94 152.99 0.81
Long-term features 399.53 312.36 0.74 346.51 222.94 0.79 315.08 187.65 0.83

Feature Fusion 278.44 162.02 0.87 262.57 156.83 0.88 266.55 115.92 0.87
Score fusion

Regression Tree Manual Thresholding Averaging
RMSE MAE ρ RMSE MAE ρ RMSE MAE ρ

Score Fusion 257.29 109.32 0.88 250.66 121.63 0.89 240.49 121.63 0.89

	
	
	
	
	
	
	
	
	
	
	

5 dB 
	

0.8 s RT60 

SNR	

Use scores from predictor A. 

Use scores from predictor B. 

Fig. 3. Manual thresholding rule based on estimated SNR and T60.
Predictors A and B can represent any of the three described in Sec-
tion 3.1 or the individual regressors (i.e. short-term or long-term
regressors).

also used to generate more realistic test signals with the follow-
ing T60 values: r0.08, 0.11, 0.18, 0.22, 0.24, 0.25, 0.44, 0.48, 0.72,
0.79, 0.80, 0.81, 0.83s (in seconds). Contrary to the training set,
real metro station and restaurant noise taken from the Diverse Envi-
ronments Multichannel Acoustic Noise Database (DEMAND) [25]
were added at SNR levels ranging from 0 dB to 20 dB. Similarly
to what was done with the training set, the corrupted signals were
level-normalized to -26 dB overload (dBov) using the ITU-T P.56
voltmeter.

In order to gauge the benefits of the proposed fusion schemes,
three figures of merit are used. First, the Pearson correlation coeffi-
cient (ρ) computed between the estimated and true T60 values was
used. Next, the root mean square error (RMSE) and the Median Ab-
solute Error (MAE), both of them expressed in milliseconds, were
used. As a benchmark, the noise-robust T60 estimation algorithm
described in [12] was used.

5. EXPERIMENTAL RESULTS

The top part of Table 1 shows the experimental results obtained with
the short- and long-term dynamics based predictors alone, as well as
with feature fusion under the three different proposed setups. As can
be seen, all feature fusion strategies resulted in improvements across
all three figures of merit. The simple fusion, for example, resulted in
a 6.7% decrease in MAE relative to the short-term feature based pre-
dictors. Moreover, the addition of the estimated SNR to the T60 pre-
dictors was also shown to be greatly advantageous. When using the
estimated SNR as a feature, the RMSE dropped from 278.44 (sim-
ple fusion) to 262.57 ms, a 5.7% decrease. Relative to the short-term
based predictor, a drop of almost 10% in MAE could be observed.
With the SNR-aware strategy, in turn, these gains in MAE were of

33.3%, thus suggesting the advantages of SNR-aware fusion for T60
estimation. The benchmark algorithm, in turn, achieved the follow-
ing performance metrics on the test set: ρ “ 0.81, MAE“ 156.27
ms, and RMSE“ 335.21 ms. As such, gains of 25.8% could be
achieved in MAE with the proposed SNR-aware system.

The lower part of Table 1, on the other hand, shows the exper-
imental results obtained with the three score-based fusion schemes.
For the simple averaging strategy, it was found that averaging the
SNR-aware feature fusion method with the SNR as a feature fusion
method resulted in the best performance. Overall, it achieved an
RMSE of 240 ms, thus an additional 8.4% improvement over the
feature fusion scheme with SNR as a feature. Relative to the bench-
mark, gains of 28.4% could be seen in the RMSE performance met-
ric.

For the manual thresholding fusion scheme, it was found that
combining the SNR-independent long-term dynamics based predic-
tor with the SNR-aware feature fusion scheme resulted in the best
results. As can be seen from the table, this fusion method was able
to reduce RMSE to 250.66 ms, thus outperforming feature fusion
(with SNR as a feature) by 4.5%. Both the manual thresholding
and averaging fusion schemes achieved the same MAE and ρ val-
ues. Relative to the benchmark, gains of 22.1% could be seen in
the MAE performance metric. Lastly, the regression tree ensemble
method achieved the best results with a fusion of the SNR-aware
long-term dynamics based system and the SNR-aware feature fusion
system. Overall, this score fusion method achieved the lowest MAE
of all tested methods, i.e., 109.32 ms. Relative to SNR-aware feature
fusion and SNR-aware long term based predictors, this represented
gains of 5.7% and 41.7%, respectively. Relative to the benchmark,
gains of 30% could be seen in the MAE performance metric.

6. CONCLUSION

Previous work has shown the advantages of using short and long-
term speech dynamics for blind room acoustics characterization, but
sensitivity to ambient noise was reported. This paper has explored
the complementarity of the two feature types for blind noise-robust
reverberation time (T60) estimation. Several fusion and noise-aware
strategies were explored. With feature fusion, it was shown that T60
estimate errors could be substantially reduced and the correlation
between true and estimated T60 values increased. By incorporat-
ing estimated SNR values into the estimators, further gains could be
achieved, as high as 28.5%. Lastly, score-fusion strategies were also
proposed and additional gains (relative to feature fusion) as high as
8.4% could be seen. Relative to a widely-used noise-robust bench-
mark, a gain of 28.4% could be achieved in RMSE.
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