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ABSTRACT

In Frequency Warping (FW)-based Voice Conversion (VC),
the source spectrum is modified to match the frequency-axis
of the target spectrum followed by an Amplitude Scaling (AS)
to compensate the amplitude differences between the warped
spectrum and the actual target spectrum. In this paper, we
propose a novel AS technique which linearly transfers the am-
plitude of the frequency-warped spectrum using the knowl-
edge of a Gaussian Mixture Model (GMM)-based converted
spectrum without adding any spurious peaks. The novelty
of the proposed approach lies in avoiding a perceptual im-
pression of wrong formant location (due to perfect match as-
sumption between the warped spectrum and the actual target
spectrum in state-of-the-art AS method) leading to deteriora-
tion in converted voice quality. From subjective analysis, it
is evident that the proposed system has been preferred 33.81
% and 12.37 % times more compared to the GMM and state-
of-the-art AS method for voice quality, respectively. Similar
to the quality conversion trade-offs observed by other stud-
ies in the literature, speaker identity conversion was 0.73 %
times more and 9.09 % times less preferred over GMM and
state-of-the-art AS-based method, respectively.

Index Terms— Voice conversion, frequency warping,
amplitude scaling, Gaussian mixture model.

1. INTRODUCTION

Voice Conversion (VC) is a technique to transfer the per-
ceived speaker identity from a source speaker to a particular
target speaker for a given speech utterance [1]. Capturing
the target speaker’s identity and maintaining the high quality
in the converted speech signal should be the aim of any VC
system. Gaussian mixture model (GMM)-based VC is the
state-of-the-art statistical parametric technique [2–4]. Re-
cently, preprocessing using an outlier removal has been pro-
posed to further improve the performance of this method [5].
The GMM-based VC method transforms the overall gross
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spectral characteristics very well. However, the finer details
are not well transformed due to a statistical averaging leading
to the deterioration of a voice quality which is called the over-
smoothing in VC [6]. To overcome this, the use of dynamic
features and global variance (GV) enhancement methods
were proposed [4]. Apart from this, an exemplar-based non-
parametric techniques were also proposed which directly
uses the target speech exemplars to synthesize the converted
speech and hence, keep more spectral details [7–11].

Apart from this, there are Frequency Warping (FW)-based
methods in which the source spectrum is modified to match
the frequency-axis of the target spectrum. Several different
types of FW-based approaches have been proposed, namely,
Dynamic Frequency Warping (DFW) [12], [13] and its very
recent extensions such as Optimal DFW and Weighting trans-
form (ODFWW) which simultaneously and optimally esti-
mates the frequency warping and frequency weighting param-
eters [14], Vocal Tract Length Normalization (VTLN) [15],
Weighted Frequency Warping (WFW) [16], Bilinear Fre-
quency Warping (BLFW) [17], Correlation-based Frequency
Warping (CFW) [18], etc. Among the various FW-based
methods, here we have selected the BLFW method. As
discussed in [17], the BLFW-based VC can be formulated
in the parametric-domain. In addition, the BLFW do not
show a locally irregular behavior compared to the piecewise
learning-based FW methods. Furthermore, the number of
parameters to be learnt is smaller which makes it suitable in
the context of overfitting.

Since FW-based methods do not remove any spectral
details, it produces a high quality speech after conversion.
However, they do not modify the relative magnitude of the
spectrum. Hence, the speaker similarity (SS) after conversion
is not as successful as in the GMM-based VC systems. To
overcome this problem, FW-based method is complemented
with amplitude scaling (AS) or residual spectrum compensa-
tion [6], [17], [19]. The AS modifies the vertical-axis of the
warped spectrum. The AS operation in the state-of-the-art
BLFW+AS method assumes the perfect match between the
warped and target formant structures which is not possible in
practice [17]. As a result, the AS vector not only contains
information related to the amplitude of the spectrum but also
some information related the position of the formant (which
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will add spurious peaks in the warped spectrum). Hence, the
quality of a converted speech will be degraded.

To eliminate the spurious peaks, we propose a novel AS
technique at a spectrum-level which is free from the above
mentioned assumption. The proposed AS transfers the spec-
tral range of the warped-only spectrum to the spectral range
of GMM-based spectrum. Several attempts have been made
to combine the two state-of-the-art methods, namely, GMM
and FW-based methods, in order to exploit the advantages
of both the methods [6], [20], [21]. Similarly, our proposed
AS method also combines the knowledge of this two state-
of-the-art methods to obtain a better quality compared to the
BLFW+AS method. In this paper, we have used the Voice
Conversion challenge database [22]. Analysis of subjective
and objective evaluations have also been presented.

2. JOINT DENSITY GMM-BASED VC

The Joint Density (JD) GMM-based VC finds a mapping
function between the source and target speakers’ spec-
tral feature vectors. Let X = [x1, x2, ..., xN ] and Y =
[y1, y2, ..., yK ] are spectral features of the source and tar-
get speakers’, respectively. Here, xn ∈ Rd and yn ∈ Rd.
The joint vector, Z = [z1, z2, ..., zr, ..., zT ], is formed af-
ter aligning the spectral features using dynamic time warp-
ing (DTW) algorithm and modeled by a GMM, (where
zr = [xTn , y

T
m]T ∈ R2d) as follows:
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mization (EM) algorithm [23]. During conversion, the pre-
dicted feature vector ŷ, is given by using the MMSE-based
criteria [2]:
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is the posterior proba-

bility of the source vector x for the mth Gaussian component.

3. BLFW+AS AND PROPOSED AS

3.1. BLFW-based VC

The allpass transform is given by [17]:

Q(z) =
z−1 − α
1− αz−1

, (3)

where |α| < 1. For a given d-dimensional cepstral vector x,
its frequency-warped cepstral vector y is given by:

y = Wαx, (4)

Wα =

 1− α2 2α− 2α3 . . .
−α+ α3 1− 4α2 + 3α4 . . .

...
...

. . .

 , (5)

where Wα (called a warping matrix) has been expressed
without considering the 0th cepstral coefficient. The relation
between the warped frequency and the original frequency is
given by:

ωα = tan−1

[
(1− α2)sinω

(1 + α2)cosω − 2α

]
. (6)
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Fig. 1: Shape of a BLFW function for different values of α.
Fig. 1 shows the BLFW curve for different values of α.

From Fig. 1, it can be observed that the positive values of α
move the warped frequencies (i.e., possible formant) to the
higher frequencies (as in case of a male-to-female conver-
sion), and similarly, negative values of α move the formants
to the lower frequencies (as in case of a female-to-male con-
version). Thus, it maintains the inverse relationship between
the vocal tract length and the formant frequencies. GMM is
modeled on training database of a source speaker (i.e., θ). FW
factor αk and AS vector sk associated with each components
of GMM, the conversion function is given by [17]:

y = Wα(x,θ)x+ s(x, θ), (7)

where α(x, θ) and s(x, θ) are the result of combining the ba-
sis warping factors and the scaling vectors of all the compo-
nents of θ, respectively, which is given by:

α(x, θ) =

m∑
k=1

p
(θ)
k (x)αk, s(x, θ) =

m∑
k=1

p
(θ)
k (x)sk, (8)

where pθk(x) is the probability that x belongs to kth mixture
component of θ. Given the aligned source and target feature
vectors and GMM trained on the source speaker data, i.e.,
θ, the warping factor αk is first estimated by minimizing the
error of warping only conversion which is given by:

ε(α) =
∑
n

||yn −Wα(xn,θ)xn||
2. (9)

The iterative procedure proposed in [17] for a calculating a
set of {αk} for minimizing the eq. (9) is used here.
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3.2. State-of-the-art Amplitude Scaling (AS)

Once {αk} are estimated, the {sk} that minimizes the error
between the warped and target vectors is given by [17]:

ε(b) =
∑
n

||rn − s(xn, θ)||2, (10)

where rn = yn −Wα(xn). This means that calculating the
least square solutions of system, i.e., P · S = R, where

PN×m =


p

(θ)
1 (x1) . . . p

(θ)
m (x1)

...
. . .

...
p

(θ)
1 (xN ) . . . p

(θ)
m (xN )

 , (11)

and Sm×1 = [s1, s2, . . . , sm]T , RN×1 = [r1, r2, . . . , rN ]T .
(12)

The least square solution via l2 norm minimization is given
by:

Sopt = (PTP )−1PTR. (13)

The AS vector should compensate for the different formant
amplitudes. In some of the cases where the warped formants
does not coincide with the actual target formants, AS vector
is expected to capture the mixed information about the inten-
sity as well as the location of the formant which is potentially
harmful to the voice quality of a converted voice.

3.3. Proposed AS

The AS operation in the above mentioned method assumes
that there will be a perfect match between warped and target
formant structures which is not possible in practice. Hence,
the AS operation will induce spurious peaks, giving the per-
ceptual impression of a wrong formant locations leading to a
deterioration of speech quality in the converted speech signal.
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Fig. 2: Converted spectrum using various VC methods.

It can be seen from Fig. 2 that BLFW+AS method
adds spurious peaks in the only BLFW warped spectrum
(OBLFW). Essentially, AS operation should alter only the
amplitudes of the warped spectrum (i.e., intensity of the

formant) which is not the case. Therefore, we propose the
following linear transformation at the spectrum-level,

ŷt(e
jω) =

(m3 −m4)

(m1 −m2)
(x̂t(e

jω)−m2) +m4, (14)

where x̂t(ejω) is the warped only spectrum,

m1 = max(x̂t(e
jω)), m2 = min(x̂t(e

jω)),

m3 = max(x̂tgmm(ejω)),m4 = min(x̂tgmm(ejω)),
(15)

where max() and min() will find the maximum and mini-
mum value of a spectrum. x̂tgmm(ejω) is the converted spec-
trum using JDGMM method. Here, the proposed AS tech-
nique transforms the spectral range of OBLFW spectrum to
the spectral range of GMM-based converted spectrum. Since
GMM-based VC transfers well the gross spectral character-
istics, spectral range of converted spectrum obtained using
GMM-based VC will be helpful to compensate the amplitude
difference between warping-based spectrum and true target
spectrum. As the proposed method uses the spectral range in-
formation instead of a finer details of GMM-based converted
spectrum, it is free from the issue of oversmoothing.

It can be seen from Fig. 2 that proposed AS, i.e.,
(BLFW+PAS) will not add any spurious peaks and will com-
pensate only for the amplitude difference without affecting
the quality of a converted speech. Here, we would like to
show the effectiveness of proposed AS over the state-of-the-
art AS on the BLFW-based warped spectrum. Hence, the
GMM-based spectrum and the actual target spectrum is not
shown in Fig. 2. Similar spurious peaks are observed for the
state-of-the-art AS methods for most of the frames.

4. EXPERIMENTAL SETUP AND RESULTS

4.1. Experimental Setup

VC challenge database contains parallel training utterances
5 source and 5 target speakers’ [22]. Each speaker’s data
contains a total of 162 utterances, out of which, 150 utter-
ances have been taken for training and the remaining 12 were
taken as a development set. We have built a total 25 sys-
tems for each source-target speaker pair using JDGMM-based
method, BLFW+AS method and the proposed method (i.e.,
BLFW+PAS). 25-D Mel cepstral coefficients (MCEPs) (in-
cluding the 0th coefficient) and 1-D F0 per frame (with 25
ms frame duration and 5 ms frame shift) have been used. The
Dynamic Time Warping (DTW) algorithm has been used to
align parallel training corpora [24]. For JDGMM-based sys-
tem and for training of source GMM in the case of BLFW,
we have taken different values of number of mixture compo-
nents. For example, m=16, 32, 64, 128 and selected the one
which leads to the optimum MCD. We used a mean-variance
(MV) transform method for F0 transformation. AHOCODER
has been used for the analysis-synthesis framework [25].
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4.2. Experimental Results

For the subjective evaluation, comparative subjective test,
namely, XAB test has been selected. Subjects were asked to
prefer from the randomly played A and B samples (generated
from two different approaches) which is having better voice
quality and speaker similarity (SS) with reference to actual
target sample X. In addition, the subjects can select equal
preference in the case of samples that are perceptually sim-
ilar. XAB test was performed separately between JDGMM
and BLFW+PAS (i.e., proposed) and between BLFW+AS
and BLFW+PAS.

Fig. 3: XAB test analysis for voice quality with 95 %
confidence interval (margin of error: 0.048 for GMM vs.
BLFW+PAS and 0.05 for BLFW+AS vs. BLFW+PAS).

Fig. 4: XAB test analysis for speaker similarity with 95 %
confidence interval (margin of error: 0.05 for the both cases).

Fig. 3 and Fig. 4 show the MOS obtained from 15 sub-
jects (5 females and 10 males) from total 375 samples for
voice quality and SS, respectively. It is clear from the results
that in terms of voice quality, the proposed AS system is pre-
ferred 56.36 % times whereas the GMM-based system is pre-
ferred 22.55 % times by the subjects. Similarly, BLFW+PAS
is preferred 40.73 % times whereas BLFW+AS is preferred
28.36 % times by the subjects.

The speaker identity conversion was 0.73 % times more
preferred over GMM-based method. Though the proposed
system 9.09 % times less preferred over BLFW+AS system,
50.18 % times subjects have given an equal preference to
the proposed system and BLFW+AS. The less preference for
speaker similarity of the proposed system compared to the
state-of-the-art BLFW+AS clearly indicates that actual shape

of the spectral trajectory also matters for better speaker iden-
tity conversion in addition to the formant locations and its
amplitude [26]. However, modifying the spectral details will
affect the voice quality. Hence, there is a quality conversion
trade-offs. Similar trade-offs were observed by other studies
in the literature [16], [19], [27]. For objective measure, the
traditional MCD is used here which is given by [4]:

MCD[dB] =
10

ln10

√√√√2

25∑
i=2

(mt
i −mc

i )
2 , (16)

where mt
i and mc

i are the ith coefficient of MCEP of tar-
get and converted speech utterance, respectively. It can be
seen from Fig. 5 that the proposed method gives the higher
MCD values compared to the GMM-based VC. The BLFW
method moves the formants towards their image in the target
speaker’s spectrum. Thereafter, the proposed AS will mod-
ify the amplitude of warped spectrum instead of matching the
actual target spectral details. Hence, it will not get less MCD
scores compared to the GMM-based VC (as shown in Fig. 5).
In addition, it has been observed in the literature that MCD
does not correlate well with subjective score for FW-based
VC [16], [17], [19], [28]. However, MCD is used here for
comparing relative performance of same type of VC for se-
lecting optimum number of mixture components.

Fig. 5: MCD analysis for various systems with 95 % confi-
dence interval (margin of error: 0.04 for all the systems).

5. SUMMARY AND CONCLUSIONS

This study proposed the AS technique which linearly trans-
fers the amplitude of the frequency-warped spectrum using
knowledge of the GMM-based converted spectrum with-
out adding any spurious peaks. Hence, the proposed AS is
found to have better voice quality compared to traditional
BLFW+AS. Since, spectral details are maintained well for a
high quality synthesis, the proposed system is found to per-
form less successful in terms of SS after conversion. Hence,
there is indeed trade-offs between the quality and the SS.
However, the proposed AS is still able to achieve 50.18 %
times equal preference in SS after conversion which makes it
more suitable to use in real-world applications of VC.
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