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ABSTRACT

Recently, the low-rank plus diagonal (LRPD) adaptation was pro-
posed for speaker adaptation of deep neural network (DNN) mod-
els. The LRPD restructures the adaptation matrix as a superposi-
tion of a diagonal matrix and a product of two low-rank matrices.
In this paper, we extend the LRPD adaptation into the subspace-
based approach to further reduce the speaker-dependent (SD) foot-
print. We apply the extended LRPD (eLRPD) adaptation for the
DNN and LSTM models with emphasis placed on the applicabil-
ity of the adaptation to large-scale speech recognition systems. To
speed up the adaptation in test time, we propose the bottleneck (BN)
caching approach to eliminate the redundant computations during
multiple sweeps of development data. Experimental results on the
short message dictation (SMD) task show that the eLRPD adapta-
tion can reduce the SD footprints by 82% for the SVD DNN and
96% for the LSTM-RNN over the linear adaptation, while maintain-
ing the comparable accuracy. The BN caching achieves up to 3.5
times speedup in adaptation at no loss of recognition accuracy.
Index Terms: deep neural network, recurrent neural network, long
short-term memory, speaker adaptation

1. INTRODUCTION

The application of deep neural networks (DNNs) has achieved
tremendous success for large vocabulary continuous speech recog-
nition (LVCSR) [1, 2, 3, 4]. As an alternative to DNNs, recurrent
neural networks (RNNs) have also been studied extensively for the
task of acoustic modeling [5]. RNNs are characterized by recur-
rent connections on the hidden layers which allow modelling of
long-range temporal context for improved sequence labelling. More
recently, long short-term memory (LSTM) RNNs have been shown
to outperform DNNs in speech recognition [6, 7, 8].

Despite their outstanding performance, both DNNs and LSTMs
may still suffer from the accuracy degradation due to the potential
acoustic mismatch between the training and test conditions. To miti-
gate this mismatch, various methods for speaker adaptation of neural
networks (NNs) have been proposed. These methods can be classi-
fied into three categories [9]. First, the speaker-independent (SI)
model, or certain layers of the model, is directly updated [10, 11, 12].
To avoid overfitting, conservative training such as Kullback-Leibler
divergence (KLD) regularization [11] is proposed.

The second category of approaches inserts speaker-dependent
(SD) linear transformation layer on top of certain layers in the
generic model. The layer being adapted can be either input features,
hidden layers, or the input to the softmax layer [13, 14, 15, 16,
17, 18]. The transformation-based methods may still suffer from
overfitting, if the dimension of the adapted layer is high and the
transformation matrix is in a full-rank form. In [19, 20], the original
large full-size DNN model is converted to a much smaller low-rank
DNN model by using singular value decomposition (SVD). Then,
SVD bottleneck adaptation is done by applying the linear transform
to the bottleneck layer. Thus, only matrices of much lower dimen-
sion are updated for each speaker. Many low-footprint adaptation

techniques have been proposed to constrain the transforms to be
structured, such as block-diagonal [15], diagonal [17, 21, 22], and
bias only [23]. In [24], we proposed the low-rank plus diagonal
(LRPD) adaptation, which restructures the transformation matrix as
a superposition of a diagonal matrix and a product of two low-rank
matrices. By varying the rank of the transformation, the LRPD con-
tains the full and the diagonal transformation matrices as its special
cases.

In the third category, the subspace methods aim to find a low
dimensional subspace of the transformations, so that each transfor-
mation can be specified by a small number of parameters. One pop-
ular method in this category is the use of auxiliary features, such as
i-vector [25, 26] and speaker code [23], which are concatenated with
the standard acoustic features. It can be shown that the augmenta-
tion of auxiliary features is equivalent to confining the adapted bias
vectors into a speaker subspace [9]. Other subspace methods in-
clude tensor-based adaptation [27], cluster adaptive training (CAT)
[28, 29], factorized hidden layer (FHL) [30, 31], where the trans-
formations are confined into the speaker subspace. The subspace
methods introduce the connection layers to link the speaker repre-
sentation parameters with the generic SI model. The connection lay-
ers can be linear, nonlinear, or a stack of multiple layers [32]. All
the parameters (SI model, connection layers, and speaker represen-
tations) can be adaptively learned from the training data along with
speaker labels.

Despite extensive research made, there remain outstanding chal-
lenges to real-world deployment of the adaptation algorithms. This
paper presents out recent progress in speaker adaptation towards the
cloud-based speech recognition systems. We first extend the LRPD
adaptation into the subspace-based approach to further reduce the
SD footprint, inspired by the FHL approach [30]. The extended
LRPD (eLRPD) is learned in a lightly adaptive training manner by
keeping the original SI model fixed. We then apply the eLRPD
adaptation for the DNN and LSTM models and examine how var-
ious setups affect the recognition accuracy given a very powerful
SI model. To speed up the adaptation in test time, we propose the
bottleneck (BN) caching approach to eliminate the redundant com-
putations on the model portion below the layer being adapted during
multiple sweeps of development data. The proposed methods are
evaluated on a short message dictation (SMD) task.

2. LOW-RANK PLUS DIAGONAL (LRPD) ADAPTATION

One popular approach for adapting DNNs is applying a linear trans-
formation to a certain layer to account for the mismatch between the
training and test conditions. One main issue with these adaptation
techniques is that they have a large number of SD parameters per
speaker due to the high dimensionality of the DNN layers.

We have recently presented the LRPD adaptation for DNNs in
[24] to flexibly control the number of adaptation parameters accord-
ing to the available adaptation data while maintaining the recognition
accuracy. The algorithm is motivated by observing that the speaker-
specific transformation matrix W s is very close to an identity ma-
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(a) LRPD adaptation

(b) Extended LRPD adaptation

Fig. 1: Illustration of the network structures of the LRPD and ex-
tended LRPD adaptation methods. Shaded nodes denote nonlinear
units, unshaded nodes for linear units. Red dashed links correspond
to the SD parameters.

trix, because the adapted model should not deviate too far from the
SI model given the limited number of adaptation data.

Given a k × k adaptation matrix W s, we approximate it as a
superposition of a diagonal matrix Ds and a product of two smaller
low-rank matrices P s and Qs, respectively

W s,k×k ≈Ds,k×k + P s,k×cQs,c×k. (1)

The number of elements in the LRPD decomposition is k(2c + 1),
whereas the original W s has k2 elements. If c � k , this can
significantly reduce the adaptation model footprint. We can see that
the LRPD adaptation amounts to inserting two linear layers above
the layer being adapted, as shown in Fig. 1a.

The LRPD contains the full and the diagonal adaptation ma-
trices as its special cases. When c = 0, the LRPD is reduced to
adaptation with diagonal matrix. Specifically, if we apply the diago-
nal transforms before or after all non-linear layers, we may achieve
the sigmoid [22] or learning hidden unit contribution (LHUC) [21]
adaptation. Moreover, the LRPD adaptation can not only be applied
to adapt a full-size DNN, but also be applied to the bottleneck layer
of a SVD DNN, leading to a combination of the SVD bottleneck
adaptation [20] and LRPD adaptation.

2.1. Extended LRPD (eLRPD) adaptation

One issue with the LRPD adaptation is that the number of free pa-
rameters is proportional to the dimension of the layer being adapted.
When the layer dimension is high, we have to greatly reduce the rank
c to control the size of the SD footprint. In [24], we observed that
applying the LRPD above a small-sized bottleneck layer of the SVD
DNN performs better than above a layer of the full-sized DNN.

To mitigate this problem, we extend the LRPD adaptation into
the subspace-based approach, inspired by the factorized hidden layer
(FHL) approach for adapting the DNN models [30]. Specifically, we
insert another full matrix T s with the size of c× c between the two
low-rank matrices as follows:

W s,k×k ≈Ds,k×k + P k×cT s,c×cQc×k (2)

where P and Q are redefined as matrices independent of speakers
and dedicated to connect the SD parameters T s with the generic SI

Fig. 2: A memory block of LSTM.

model. It can be shown that by (2), the transformation matrices with
Ds deducted are constrained to lie in a subspace spanned by a set of
rank-one matrices.

The number of SD elements in the eLRPD is c2 + k, compared
with k(2c+ 1) in the conventional LRPD. This makes the SD foot-
print under less influence from the dimensionality of the layer being
adapted. The eLRPD is equivalent to inserting three linear layers
above the layer being adapted, as shown in Fig. 1b.

2.2. Lightly adaptive training

We need to adaptively learn the connection weight matrices P and Q
from the training data, and Ds and T s for both the training and test
speakers. During adaptive training, the generic SI model combined
with P and Q forms the canonical model. Typically, the update of
the canonical model and the speaker representations are interleaved
over all training data.

However, from the practice perspective, this training scheme has
problems. First, the generic SI model after being updated, when us-
ing alone, is not guaranteed to produce the best recognition perfor-
mance against the test utterances. Thus, it may require that the origi-
nal SI model be also kept for the first pass decoding. Second, during
adaptive training, the algorithm has to frequently switch between SD
parameters according to the speaker identities of the training utter-
ances. This poses a great challenge to the underlying deep learning
algorithm, which is implemented based on the massive paralleliza-
tion power of the Graphical processing units (GPUs).

To address this issue, we adopt a lightly adaptive training ap-
proach to only adaptively learn P and Q, while keeping the original
SI model fixed. Furthermore, since P , Q, Ds, and T s are small in
size, we select a small portion of the training data for adaptive train-
ing. In test time, we use the SI model to generate the hypothesis for
unsupervised adaptation. The SD parameters are then estimated.

3. ADAPTATION OF LSTM-RNN MODELS

Fig. 2 depicts the conventional LSTM that has been most commonly
used in the literature. An LSTM layer is composed of multiple mem-
ory blocks. Each memory block consists of self-connected mem-
ory cells ct and three multiplicative gate units (input it, output ot,
and forget f t) to control the flow of information. Furthermore, the
LSTM is enriched with peephole connections that link the mem-
ory cells to the gates. The LSTM outputs ht are recurrently fed
as the inputs. Given the input sequence xt, an LSTM layer com-
putes the gates and memory cells activations to generate the outputs
ht sequentially. Moreover, [7] proposed that a projection matrix can
be used to transform the outputs to a low dimension. Deep LSTM
RNNs are formed by stacking multiple LSTM layers. More details
of the LSTM-RNN formulation can be found in [33].
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Both DNN and LSTM are special cases of the NNs and so many
generic adaptation techniques developed for DNNs can be applied to
LSTMs directly. However, the LSTM is more complicated and con-
tains many components. Furthermore, it is uncertain if the recurrent
loop has sufficiently exploited the long-range speaker characteristics
and left less room for further improvement due to speaker adapta-
tion.

In [12], we have conducted an extensive study of speaker adap-
tation for LSTM models. Two adaptation approaches were studied:
updating existing LSTM components and inserting linear transfor-
mation above the LSTM output layers. In this paper, we further
present applying the LRPD adaptation for the LSTM models and
examine how various setups affect the recognition accuracy given a
more powerful LSTM model.

Intuitively, we should insert the transformation matrix at the
points where the flows of information afflux. We choose two points
to implement this idea. First, we apply a linear transform above the
output of the LSTM layers. This is equivalent to transforming the
input to the next LSTM layer. Alternatively, we apply a linear trans-
form above the concatenation of ht−1 and xt, noting that both ht−1

and xt are fed together to the gates and memory cells of the LSTM
layer.

4. ACCELERATING ADAPTATION IN TEST TIME

Learning efficiency is a critical challenge to real-world deployment
of the adaptation algorithms. First, a cloud-based speech recognition
system may serve millions of users. Updating the adaptation mod-
els of all users may last a few months using a single GPU. Second,
if the speech recognizers are embedded in client sides, the adapta-
tion will be constrained by the computational capacity of the client
devices, where GPUs may not be available. Furthermore, it is also
desirable to design an adaptation algorithm that is twofold fast, i.e.,
learning in a short time given a small amount of development data.
It would open up the opportunity for online and incremental adap-
tation, where the speakers and environmental conditions change dy-
namically.

The gradient-based backpropagation (BP) algorithm is time con-
suming and performed serially over many iterations of the training
data. The standard way of multiplying an m×n matrix by an n× p
matrix has complexity of O(mnp). Thus, it can be shown that the
computational complexity of either forward or backward propaga-
tion per minibatch is O(Nd), where N is the total number of model
parameters and d is the minibatch size. The time for the model up-
date step is negligible as it is performed once per minibatch.

For adaptation, we may need an extra forward pass for the KLD
regularization to compute the output from the reference SI model.
We usually run BP in multiple (10-20) sweeps through the devel-
opment data. Thus, the computational complexity of the learning is
O(3NFh), where F is the size of the development data and h is the
number of sweeps.

To reduce the computational cost, we notice that only weights in
the adaptation layer are updated and the outputs from the layer being
adapted, say l, do not change along the evolution of the adaptation
model. Thus, we can eliminate the redundant computations on those
layers below layer l during multiple sweeps by caching the outputs
from layer l, once they are computed. The storage used for caching
is affordable, since usually the number of adaptation utterances is
less than hundreds and the dimension of the layer being adapted is
less than thousands. This method is referred to as the bottleneck
(BN) caching, though we can apply it on layers other than BN. The
algorithm is summarized as follows:

1. Split the SI model into two sub-models along the lowest adap-
tation layer.

2. Dump the BN output of the lower sub-model over all the de-
velopment data.

3. Perform adaptation on the upper sub-model using the BN fea-
tures as input.

The computational complexity is reduced to O((Nlo+3Nuph)F ),
where Nlo and Nup are the sizes of the lower and upper sub-models,
respectively. If the adaptation layer is inserted just above the last
nonlinear hidden layer, the optimization problem is casted as logistic
regression, whose objective function is convex. This helps to make
the optimization more efficient and reduce the number of training
iterations, particularly with 2-nd order optimization techniques.

5. EXPERIMENTS AND RESULTS

The proposed methods are evaluated on a Microsoft internal Win-
dows Phone short message dictation (SMD) task using DNN and
LSTM models, respectively. The SMD data set consists of 7 speak-
ers, giving a total number of 20,203 words. A separate development
set of 200 sentences per speaker is used for model adaptation.

5.1. Adaptation of DNNs

We first report experiments using the SVD-based DNN acoustic
models. The baseline DNN model is trained with 300hr voice
search (VS) and SMD data. The SI GMM-HMM acoustic model
has approximately 288K Gaussian components and 5976 senones
trained with the MLE procedure, followed by fMPE and BMMI. The
baseline SI CD-DNN-HMM system takes as input a 22-dimension
mean-normalized log-filter bank feature with up to second-order
derivatives and a context window of 11 frames, forming a vector
of 726-dimension (66 × 11) input. On top of the input layer there
are 5 hidden layers with 2048 units for each. The output layer has
a dimension of 5976. We convert the full-size DNN model to the
SVD DNN model by doing SVD on all the matrices except the one
between the input and the first hidden layer, and keep 40% of total
singular values. The numbers of units on the linear layers after
SVD are 256, 272, 224, 256, and 368, from bottom to top. We
then retrained the SVD model and obtained comparable accuracy
to the full-size model. The baseline SI SVD DNN systems achieve
21.43% WER on the 7-speaker test set. More details of SVD-based
DNN model training can be found in [19]. This DNN system is
the same as the one used in [24], where the LRPD is conducted for
supervised adaptation. In this work, we move forward and evalu-
ate the performance of the eLRPD adaptation for both supervised
and unsupervised adaptation. The Computational Network Toolkit
(CNTK) [34] is used for neural network training.

Table 1: Footprints and WERs (in %) for the linear, LRPD, and
eLRPD adaptations applied above the third BN layer of the SVD
DNN.

Model # SD Params. Super. Unsup.
Linear 50.4K 17.07 18.75
LRPD, c=5 2.6K 17.92 19.36
LRPD, c=10 4.8K 17.73 19.16
LRPD, c=20 9.2K 17.37 18.92
eLRPD, c=30 1.1K 18.25 19.43
eLRPD, c=50 2.7K 17.74 19.12
eLRPD, c=100 10.0K 17.19 18.82

5042



The adaptation is applied above the third BN layer with 224 units
of the SVD DNN, as it is shown in [35] that adapting intermediate
layer provides more benefits than adapting boundary layers. Natu-
rally, applying a full transformation upon the BN layer of SVD DNN
model leads to the SVD BN adaptation [20]. We will see whether the
eLRPD adaptation can further reduce and improve over an already
very compact SVD BN adaptation. The KLD regularization [11] is
applied, where the regularization weight is empirically set to 0.1 and
0.2 in supervised and unsupervised setups, respectively.

Table 1 compares the speaker-specific footprints and WERs for
the linear, LRPD, and eLRPD adaptation of different configurations.
It is observed that the linear adaptation produces the best WER of
17.07% for supervised and 18.75% for unsupervised setups, respec-
tively. This translates to 20.3% and 12.5% relative improvement over
the baseline SI model. Compared with the linear adaptation, the eL-
RPD (c = 100) reduces the SD parameters by 80% with only a small
degradation in accuracy (less than 1% relative). It also performs
slightly better than the LRPD (c = 20) in accuracy, both having
the comparable footprints. When we reduce the model sizes further,
both the methods begin to degrade in performance. Meanwhile, the
eLRPD exhibits better compression effectiveness. Specifically, the
eLRPD (c = 50) achieves the similar performance to the LRPD
(c = 10), while saving the footprint by 44%.

Table 2: Learning time used during adaptation using the BN
caching. # Params. denotes the footprint of the upper sub-model
in the BN caching.

# Params. GPU CPU
No caching 8.2M 18s 372s
Caching 3-rd BN layer 4.3M 9s 199s
Caching 5-th BN layer 2.2M 5s 106s

In the second experiment, we investigate how the BN caching
affects the adaptation speed of the DNN models. Table 2 summa-
rizes the learning time by inserting a linear layer above the 3-rd and
5-th BN layers. The training sweeps 10 passes of 50 utterances. The
training is carried out on a Dell Precision T3600 workstation of 16
cores and a single NVIDIA Tesla K20X GPU, respectively. We have
observed that the BN caching reduces the learning time by half on
the 3-rd BN layer using the GPU and CPUs in out setups. The sav-
ings in time are almost proportional to the savings in the upper sub-
model size during the BP training. In the extreme case, if we adapt
the last BN layer (5-th), the BN caching may speed up the learning
by about a factor of 3.5.

5.2. Adaptation of LSTM-RNNs
We further evaluate the speaker adaptation on the same SMD task us-
ing a more powerful LSTM-RNN model. The training data consist of
2600hr live US English data. The SI LSTM acoustic model is formed
by stacking 4 LSTM layers which are followed by the softmax layer
[7]. Each LSTM layer has 1024 memory cells and the output size of
each LSTM layer is reduced to 512 by linear projection. The acous-
tic feature is the 80-dimensional static log filter-bank (LFB). The
softmax layer has a dimension of 5980. The LSTM-RNN is trained
to minimize the frame-level cross-entropy criterion using the trun-
cated back propagation through time (BPTT) algorithm (back to 20
frames). There is no frame stacking, and the output HMM state label
is delayed by 5 frames. When training LSTM, the backpropagation
through time (BPTT) step is 20. A trigram LM is used for decod-
ing with around 8M n-grams. The baseline LSTM model achieves
14.75% WER on the SMD task, which is significantly better than

the DNN used in the previous experiments. Many factors contribute
to this gain including the superiority in topology of the LSTM-RNN
over the DNN, the involvement of much more training data, and the
use of a more powerful LM.

Table 3: Footprints and WERs (in %) for the linear, LRPD, and
eLRPD adaptations applied on the LSTM model.

Layer # SD
adapted Model Params. Super. Unsup.

x4
t Linear 256K 13.65 14.29

{x4
t , h

4
t−1} 1.0M 13.71 14.16

h4
t 256K 13.59 14.27

h4
t LRPD, c=10 11.0K 13.87 14.18

LRPD, c=20 21.0K 13.74 14.06
h4
t eLRPD, c=50 2.9K 13.89 14.23

eLRPD, c=100 10.3K 13.62 14.12

Table 3 compares the results of various adaptation setups for
adapting LSTM-RNN. First, we investigate the effects of inserting
linear transformations at different positions of the last LSTM layer.
Other LSTM layers are not reported, as it is shown in [12], adapt-
ing top hidden layers for the LSTM-RNN model is more effective
than adapting lower layers. Three positions are probed, x4

t , h4
t ,

and a concatenation of {x4
t , h

4
t−1}. All these configurations pro-

duce the similar performance, around 8% relative improvement for
supervised setup and around 4% for unsupervised setup over the
baseline LSTM-RNN. The gain we achieve here becomes smaller
than the gain using the DNN model. We conjecture that the re-
current topology of the LSTM-RNN make it more effective to cap-
ture and normalize long-range speaker characteristics than the DNN.
Moreover, the LSTM-RNN learns richer speaker variations through
a large amount of training data and thus generalizes better to unseen
speakers. The gain reported here is also small compared with that
reported in [12]. This is because we established a much stronger SI
LSTM baseline than the one in [12] by using more training data and
more complicated training strategies.

We next apply the different adaptation methods at the output of
the last hidden layer h4

t , since we can greatly speed up the learning
by caching h4

t . It is observed that the LRPD and eLRPD adaptation
for LSTM-RNNs has a similar trend to those for the DNN. Specifi-
cally, the eLRPD (c = 100) reduces the SD footprint by 96% over
the linear adaptation without loss of accuracy. It also exhibits better
compression effectiveness than the LRPD adaptation.

6. CONCLUSION

In this paper, we have extended the previously proposed LRPD
adaptation into the subspace-based approach to further reduce the
speaker-specific footprint. The LRPD restructures the adaptation
matrix as a superposition of a diagonal matrix and a product of two
low-rank matrices. The eLRPD adaptation inserts another SD ma-
trix between the two low-rank matrices. To speed up the adaptation
in test time, we proposed the BN caching approach to eliminate
the redundant computations during multiple sweeps of development
data. Experimental results on the SMD task showed that the eLRPD
adaptation can reduce the SD footprint by 82% for the SVD DNN
and 96% for the LSTM-RNN compared with the linear adaptation,
while maintaining the comparable accuracy. Meanwhile, the BN
caching can achieve up to 3.5 times speedup for adaptation at no
loss of recognition accuracy.
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