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ABSTRACT

Speaker recognition performance degrades substantially in case of
vocal effort mismatch (e.g. shouted vs. normal speech) between test
and enrollment utterances. Such a mismatch is often encountered,
for example, in forensic speaker recognition. This paper introduces
a novel spectral mapping method which, when employed jointly
with a statistical mapping technique, converts the Mel-frequency
band energies of normal speech towards their counterparts in shouted
speech. The aim is to obtain more robust performance in speaker
recognition by tackling vocal effort mismatch between enrollment
and test utterances. The processing is performed on the speech sig-
nal before feature extraction. The proposed approach was evalu-
ated by testing the performance of a state-of-the-art i-vector-based
speaker recognition system with and without applying the spectral
mapping processing to the enrollment data. The results show that
pre-processing with the proposed approach results in considerable
improvement in correct identification rates.

Index Terms— speaker recognition, vocal effort mismatch,
shouted speech, spectral mapping

1. INTRODUCTION

Variability in speech recordings of the same speaker may result from
extrinsic factors such as the transmission channel or the acoustic en-
vironment, or intrinsic factors of the speaker such as age or vocal
effort. In speaker recognition, each of these variabilities poses a
challenge to the recognition task, and many efforts have been un-
dertaken to cope with them [1]. Research on vocal effort variability
was already conducted in the late 1980s by Hansen in his studies
on speech under stress [2]. Most of the research to date, however,
has focused on extrinsic factors rather than the intrinsic ones. Even
though vocal effort mismatch has been shown to considerably af-
fect the recognition performance [3], this challenging condition has
not been studied in speaker recognition as actively as, for example,
the effect of background noise. Studies conducted in the topic have
generally approached the problem by focusing on feature extraction
[4, 5, 6, 7, 8], statistical modeling [9, 10] or score calibration [11]. In
the feature domain approaches, the solutions proposed can be cate-
gorized into three scenarios. The first one corresponds to processing
both soft and loud speech such that a middle point is determined in
which the difference in acoustic features between the two vocal ef-
fort categories is reduced [4, 5, 6]. The second solution corresponds
to processing loud speech such that its features match better those
of soft speech [7, 8]. Finally, the last category involves processing
soft speech to approach loud speech [4, 8]. To our knowledge, there
are no previous speaker recognition studies involving normal and
shouted speech that belong to the last category.

In this study, we focus on the specific case of shouted-normal
speech mismatch, that is, the speaker recognition system uses speech
of normal loudness in enrollment and faces shouted speech in test.
By normal speech, we refer to speech uttered in normal loudness,
such as in ordinary telephone conversations. Shouted speech, on the
other hand, refers to producing a very loud acoustical signal in order
to enable communication above noise (the Lombard effect [12, 13])
or over distance, or to communicate something urgently. Shouted-
normal speech mismatch situations are often encountered in forensic
speaker recognition, when the speech recordings under study origi-
nate from a speaker that might be in an excited or stressed state, and
the recordings are tested with a standard speaker recognition sys-
tem trained on normal speech. In the present study, we propose to
map the short-term spectra of normal speech samples employed dur-
ing enrollment in an i-vector-based [14], text-independent speaker
recognition framework so that they approximate the corresponding
spectra of shouted speech. With this processing, we intend to im-
prove the speaker recognition performance by decreasing the spec-
tral mismatch between the enrollment and test samples. The map-
ping is conducted using a novel perceptually motivated processing
method called perceptual spectral matching (PSM), which is em-
ployed in conjunction with a GMM-based statistical technique.

2. NORMAL-TO-SHOUTED SPEECH SPECTRAL
MAPPING

Increasing the vocal effort changes many acoustical properties of
speech. In the spectral domain, for example, raising the vocal ef-
fort results in an increase of the fundamental frequency and the first
formant [15], as well as in flattening of the spectral tilt [16]. Com-
mon short-term spectral features of speaker recognition, like Mel-
frequency cepstral coefficients (MFCCs), are thus directly affected
by the increased vocal effort which in turn affects the recognition
performance.

2.1. Perceptual spectral matching

Perceptual spectral matching (PSM) was proposed in [17] as a novel
approach for spectral matching in a perceptual scale between syn-
thetic and natural speech. Motivated by the PSM design in [17],
in the current study, given a frame of normal speech snorm(n) and
the corresponding shouted speech frame sshout(n), we aim to find a
mapping all-pole filter, with the impulse response h(n), such that the
convolution snorm(n) ∗ h(n) matches the Mel spectral band ener-
gies of sshout(n). More specifically, the mapping filter is estimated
by minimizing the distance between the Mel-scale filter bank ener-
gies (MFBEs) of the two signals. We indicate the Mel-warped power
spectrum of h(n) by |H(Ω̃)|2 with Ω̃ as the index of the warped FFT
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Fig. 1: Flowchart of steps in perceptual spectral matching (PSM) technique. MFBE stands for Mel-scale filter bank energy. H(z) = 1/A(z)
is the final all-pole mapping filter, of order p.

bins [18]. A schematic block diagram of the PSM stages is presented
in Figure 1.

We first pass the Mel-warped power spectrum of sshout(n),
denoted as |Sshout(Ω̃)|2, through a uniform-scale, triangular filter
bank T = [tT0 , t

T
1 , · · · , tTM−1]T with M filters ti (0 ≤ i ≤M − 1)

of equal passband width and 50% overlap. The M × 1 vector de-
noted by E consists of the MFBE values of shouted speech, and it is
obtained as

E = T |Sshout(Ω̃)|2 (1)

Mel-warping of the power spectrum is achieved by performing Mel-
scale-based spectral interpolation of the FFT power spectrum bins
[18]. In the following, all the power spectrum references are defined
in the frequency-warped domain.

In general, there is no unique inverse transformation from the
MFBE vector associated with the mapping filter’s power spectrum
to the corresponding full-length spectrum (with N FFT points) due
to the dimensionality reduction caused by computing the filter bank
energies. However, a unique solution can be achieved by assuming
the power spectrum of the mapping filter to be piecewise constant,
withM×1 vector x holding the values of the segments of the power
spectrum (see Figure 2). We dub x as the elementary power spec-
trum. With this simplification, the computation of the mapping filter
can be derived as follows.

By upsampling x to full-length spectrum, as shown in Figure 2,
the ith segment would have a constant value (xi) in the region where
the spectral amplitude of the ith triangular filter ti is larger than
that of its neighbouring filters ti−1 and ti+1. This construction
of x partitions each filter ti in three different regions: (1) the cen-
tral region Kc

i , where xi contributes to the filter output, (2) the
lower region Kl

i , where the contributing segment is xi−1, and (3)
the higher region Kh

i , where xi+1 contributes to the filter output.
Given this configuration, we can now express the output of the fil-
ter bank, the MFBE vector Ê that is mapped from normal speech to
shouted speech (from now on, the resulting signal is referred to as
shout-like speech). By denoting the warped FFT power spectrum of
normal speech as |Snorm(Ω̃)|2, the ith element of the MFBE vector

t0 t1 · · · ti−1 ti ti+1 · · · tM−2 tM−1

Kc
iK l

i Kh
i

xi
xi+1xi−1

Fig. 2: Piecewise constant upsampling of x, the elementary power
spectrum of the mapping filter. Note that the triangular filter banks
are of equal width due to Mel-warping of the input.

Ê of the shout-like speech frame can be written as:

Êi = Gl
ixi−1 +Gc

ixi +Gh
i xi+1, (2)

where Gl
i, G

c
i and Gh

i are the dot products of ti and |Snorm(Ω̃)|2
computed over region Kr

i , with r = {l, c, h}. Writing the output of
all the filters in matrix form, we obtain
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In order to find x, one can use the shouted speech energies E
as Gx = E. But the direct solution in the form of x = G−1E
might return negative values for the elementary power spectrum x.
Instead of the direct solution, the mapping filter can be formulated as
a non-negative least square (NNLS) problem [19], where the objec-
tive function to be minimized is (Gx− E)2, given the element-wise
non-negativity constraint xi ≥ 0. That is:

x̂ = arg min
xi≥0
{(Gx− E)2}. (4)

This is solved with the classical NNLS algorithm.
We upsample the resulting x̂ in order to obtain an N -point rep-

resentation in the form of ˆ̂x, before fitting an auto-regressive model,
H(z), with |H(Ω̃)|2 = ˆ̂x. The elements of x̂ can be interpreted as
samples of the full-length, N -point power spectrum taken at the tri-
angular filter centers. Then the piecewise constant assumption cor-
responds to doing nearest value (0th order) interpolation between
these samples. In this study, we employed 1st order interpolation
in order to obtain piecewise linear spectrum. This is obtained by
solving Eq. 4 with

G = TDT T , (5)

where D is a diagonal matrix with the vector elements of warped
normal speech power spectrum |Snorm(Ω̃)|2 in its diagonal, and up-
sampling as ˆ̂x = T T x̂ [17]. The autocorrelation of ˆ̂x is computed
by the inverse Fourier transform, and the obtained autocorrelation
is fed into the Levinson-Durbin recursion [20, 21] to obtain the fi-
nal warped all-pole mapping filter H(z) = 1/A(z), with inverse
z-transform h(n).

2.2. Statistical mapping

We employ statistical mapping in the processing chain to achieve au-
tomatic spectral mapping of normal speech to its estimated shouted
version. That is, we predict the mapping filter corresponding to a
given normal speech frame using a trained statistical model. Spectral
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mapping from normal to shouted speech using PSM requires aligned
normal and shouted speech frames in the training stage.

The statistical dependencies between feature vectors of normal
speech (z) and feature vectors of the mapping filter (y) are modelled
using a Gaussian mixture model (GMM):

p(z,y) =

J∑
j=1

wjN
([
z

y

] ∣∣∣∣
[
µz

j

µy
j

][
Σzz

j Σzy
j

Σyz
j Σyy

j

])
, (6)

wherewj is the weight of the jth mixture component; and mean vec-
tors and covariance matrices are denoted as µj and Σj , respectively
[22, 23]. Once the GMM is trained, the minimum mean square error
estimate of feature y given z is computed as:

ŷ =

J∑
j=1

P (j|z)
[
µy

j +Bj(z − µz
j )
]
, (7)

where the posterior component probabilitiesP (j|z) and linear trans-
formationsBj = (Σyz

j )−1Σzz
j are computed from prior component

probabilities wj and likelihoodsN (z|µz
j ,Σ

zz
j ).

3. EXPERIMENTAL SETUP

3.1. Speaker recognition system

In the current study, an i-vector-based speaker recognition system is
employed [24]. In this system, a gender-dependent universal back-
ground model (UBM) of 512 components was trained using a subset
of the Callfriend, Fisher, Switchboard and NIST SRE 2004 speech
corpora, and sufficient statistics were computed for each utterance
of interest. Total variability matrix was trained by employing a
subset of the NIST SRE 2004-2008, Fisher and Switchboard data.
Utterance-level, 450-dimensional i-vectors were extracted next. The
i-vectors were post-processed using linear discriminant analysis to
project the vectors to a 200-dimensional space. In addition, mean
removal, length normalization and within-class covariance normal-
ization [25] were applied on the i-vectors. Finally, probabilistic
linear discriminant analysis [26] modeling was employed to calcu-
late the recognition score.

The feature extraction stage was started by computing the
first 20 Mel-frequency cepstral coefficients (MFCC) from 30-ms,
Hamming-windowed speech frames with 50% overlap. The first
coefficient, c0, was discarded. The power spectrum estimate used
for the MFCC computation was obtained by computing linear pre-
diction (LP) analysis of order 12. Frame energy was included to
the feature vector, after which dynamic ∆ and ∆∆ features were
computed and appended in order to obtain 60-dimensional input
feature vectors. Since the duration of the utterances is very short,
we retained all the frames in both enrollment and recognition.

In order to evaluate the speaker recognition performance in vo-
cal effort mismatch, the spectral characteristics of the enrollment
data (i.e. normal speech) are modified in the current study to cor-
respond more closely to the spectral characteristics of the test data
(i.e. shouted speech). This spectral modification, importantly, is
conducted at the signal frame level, whereas the speaker recognizer
remains unchanged. Only voiced frames are modified; these are
selected using an energy threshold criterion. The spectral modifi-
cation is performed using the proposed PSM method jointly with
the GMM mapping technique, hence denoting the overall mapping
method as PSM-GMM. The ultimate goal of PSM-GMM is to mod-
ify the MFCC feature vectors of normal speech to become more
shout-like.

log MFBE extraction
(Eq. 1)

PSM
(Fig. 1)

snorm

sshout

[20× 1 log MFBE; 12× 1 LSF]

GMM training
(Eq. 6)

log MFBE extraction
(Eq. 1)
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Filter with
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GMM (λ) mapping
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sshout−like

A(z)

λTraining

Processing
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Fig. 3: Flowchart of PSM-GMM for mapping normal speech frames
to shout-like speech by employing Eq. 7. The output is shout-like
speech frame, sshout−like, produced with predicted mapping filter
Ĥ(z) = 1/Â(z).

The speech dataset employed in the experiments consisted of
recordings from 22 native Finnish speakers (11 female, 11 male),
each speaker producing 24 short utterances of about 2 seconds pro-
duced in two modes: normal and shouting. The speech signals were
recorded in an anechoic chamber, first producing normal speech ut-
terances and then repeating the utterances by shouting. No instruc-
tions were given to the speakers with respect to achieving a specific
sound pressure level (SPL); instead, they were instructed to utter the
sentences at a very large vocal effort. The SPL difference between
shouted and normal speech varied substantially among the speak-
ers: in a range of 15-33 dB for males and of 17-28 dB for females
[27, 28]. Speech signals were originally sampled with 16 kHz, but
the data were down-sampled to 8 kHz in the present study. The
speech corpus was employed for both the speaker recognition sys-
tem and PSM-GMM processing.

3.2. PSM-GMM processing

In the present study, PSM-GMM processing was performed with
mapping filter H(z) of order p = 12 and 6-component full-
covariance GMMs. Furthermore, Mel-warping was performed in
PSM with warping coefficient λ = 0.31 [29]. A filter bank of
M = 20 channels was employed. Figure 3 shows a flowchart of the
PSM-GMM algorithm.

Prior to processing the frames, the GMM models were trained
with the expectation-maximization algorithm, using a set of normal-
shouted speech sample pairs. A dynamic time warping (DTW) algo-
rithm implemented in [30] was used to align the frames of shouted
speech to those of normal speech. While such an alignment might
not be optimal to pair frames of normal and shouted speech, DTW
offers a straightforward and relatively accurate pairing technique that
is suitable for training of the GMM mapping. The training feature
vectors consisted of: 20-dimensional log MFBE vector of normal
speech for z, and 12-dimensional line spectral frequency (LSF) co-
efficient vector corresponding to A(z) for y. Once the GMM was
trained, the spectral mapping with PSM-GMM could be performed.
In case the predicted warped filter Ĥ(z) = 1/Â(z) is unstable, this
is solved by reflecting, with respect to the unit circle, the pole roots
that are outside of it. Finally, shout-like speech was produced with
Ĥ(z) by using the warped filter realization method from [31].
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3.3. Evaluation

In the present study, we evaluate a text-independent speaker recogni-
tion task under vocal effort mismatch. Similarly to [7], 12 of the 24
utterances available for each speaker are selected and pulled together
for enrollment, and the remaining 12 utterances are pulled together
for test. This utterance-selection procedure (12 enrollment and 12
test utterances) is repeated using a circular rotation until altogether
12 sets of enrollment-test pairs are obtained for each speaker. No
cross-gender comparisons are made, thus resulting in 12×11 = 132
comparisons for each gender.

The baseline speaker recognition experiments were carried out
to demonstrate the system performance in the normal vs. normal
(N − N ) and shouted vs. normal (S − N ) conditions. As the
speaker identification rates presented in Table 1(a) suggest, the pres-
ence of shouted speech in the test phase deteriorates the recogni-
tion performance. By using the proposed PSM-GMM approach, we
form two evaluation scenarios: shout-like vs. shout-like (Ŝ− Ŝ) and
shouted vs. shout-like (S − Ŝ). The Ŝ − Ŝ scenario is a resem-
blance of the N − N condition. The amount of degradation in cor-
rect identification rate from N −N to Ŝ− Ŝ indicates the degree of
speaker-dependent information lost due to applying the PSM-GMM
technique. On the other hand, the S − Ŝ scenario simulates the
S−N condition by raising the normal speech to the level of shouted
speech in terms of the Mel-frequency band energies. The amount of
improvement in correct speaker identification rate from the S − N
condition to the S− Ŝ scenario indicates how effectively the proper-
ties of shouted speech can be incorporated to normal speech via the
PSM-GMM technique.

In implementing the proposed PSM-GMM approach, we need
to first establish the efficiency of the PSM processing without GMM
mapping included. We dub this condition of the S − Ŝ scenario as
“oracle” because in producing Ŝ, we assume that the shouted version
of the normal speech sample in hand is available. In the oracle con-
dition, the assumption of having a piecewise linear spectrum for the
mapping filter, the use of the NNLS algorithm (Eq. 4), and the sub-
optimal DTW alignment are potential sources of inaccuracy in PSM.
In practice, a GMM is trained (Eq. 6) in order to produce shout-like
speech for a frame of normal speech. By choosing the type and
amount of available information to train such a GMM, we introduce
two more conditions for the S − Ŝ scenario:

SD: A speaker-dependent (SD) PSM-GMM is trained for each trial
of speaker recognition where only 12 utterances, considered
as enrollment, and their shouted counterparts are available to
train PSM-GMM.

GD: All of the normal and shouted utterances for each gender are
used to train a gender-dependent (GD) PSM-GMM.

3.4. Results

Table 1 shows the results for both the baseline and the three process-
ing conditions in terms of correct identification rates.

The comparison between the S–N and S–Ŝ scenarios reveals
that in vocal effort mismatch condition, PSM-GMM processing im-
proves the recognition performance over the unprocessed baseline
by a large margin for both female and male talkers in the oracle and
SD conditions. The relatively high identification rate of 76.9% in the
S–Ŝ scenario for the oracle condition demonstrates a high potential
of the PSM technique in converting the spectral properties of normal
speech closer to those in shouted speech. Although this identifica-
tion rate is still well below that of the N–N scenario (95.8%), in the

Table 1: Identification rates (%) for both genders, male (M) and
female (F); and average (All). (a): baseline case, (b): PSM-GMM
processing conditions. SD and GD are defined at the end of Sec-
tion 3.3.

(a)

Test-Enroll N–N S–N
M F All M F All

Baseline 95.5 96.2 95.8 62.1 23.5 42.8

(b)

Test-Enroll Ŝ–Ŝ S–Ŝ
M F All M F All

Oracle 93.2 93.2 93.2 88.6 65.2 76.9
SD 97.7 92.4 95.1 80.3 66.7 73.5
GD 93.9 96.2 95.1 46.2 37.1 41.7

same time, it is well above the identification rate in the S–N con-
dition (42.8%), where no compensation is done. The identification
rate of the speaker-dependent (SD) condition in the S–Ŝ scenario
(73.5%) implies that GMM modeling (Eq. 6-7) and its implementa-
tion (Figure 3) is capable of providing a fairly accurate mapping filter
Ĥ(z) to produce shout-like speech. Gender-dependent (GD) mod-
eling does not improve the speaker recognition performance when
compared to the baseline. Potential reasons for such a behaviour
include smoothing caused by the GMM mapping of a fixed model
order over all speakers’ data.

It should also be noted that in all the mismatch conditions (S−N
and S−Ŝ), identification rates are higher for males than for females.
This is most likely caused by biasing of the spectral envelopes by
harmonics, an effect that is stronger for high-pitched utterances of
female talkers. This is in line with the results observed in [7]. Fi-
nally, comparing the results of N–N and Ŝ–Ŝ show that applying
PSM-GMM to normal speech does not cause a significant loss of
discriminant speaker information.

4. CONCLUSIONS

A perceptual spectral mapping technique was proposed for normal-
to-shouted spectral mapping of enrollment speech data in a speaker
recognition framework, in which there is vocal effort mismatch be-
tween the enrollment (normal speech) and test (shouted speech). The
obtained results revealed a substantial improvement in the recog-
nition performance when PSM-GMM processing in the speaker-
dependent (SD) condition (73.5%) was compared to a baseline with
no spectral mapping (42.8%). The potential of the proposed method
prompts to conduct further studies in the topic. One direction is
to study the performance of PSM-GMM in a scenario in which its
training set consists of speech samples (shouted vs. normal) from an
external dataset instead of the scenario that was used in the current
study (i.e. the training set contained speech sample pairs from the
target speaker). Another direction is to study PSM-GMM in other
types of vocal effort mismatch (e.g. whispered vs. normal speech).
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