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ABSTRACT

This paper presents a framework for spectrum cartography
based on the use of adaptive Gaussian radial basis functions
(RBF) centered around a specific number of centroid loca-
tions, which are determined, jointly with the other RBF pa-
rameters, by the available measurement values at given sen-
sor locations in a specific geographical area. The spectrum
map is constructed non-parametrically as no prior knowledge
about the transmitters is assumed. The received signal power
at each location (over a given bandwidth and time period) is
estimated as a weighted contribution from different RBF, in
such a way that the both RBF parameters and the weights are
jointly optimized using an alternating minimization method
with a least squares loss function and a quadratic regular-
ization term. Our method is evaluated through simulations,
showing a performance (in terms of normalized MSE) that is
comparable to semi-parametric methods, and even superior as
the number of sensors or RBF increases.

Index Terms— Spectrum Cartography, Radial Basis
Functions, Alternating Minimization.

1. INTRODUCTION

Spectrum cartography is the process of building spatial, fre-
quency and time dependent radio environment maps (REMs)
[1]. The REMs can be constructed for different radio pa-
rameters such as received signal power, channel gains and
interference. For the sake of simplicity, throughout the rest of
this paper, REMs and spectrum cartography will be used in-
terchangeably with the assumption that they refer to received
signal power maps. Building REMs is convenient for many
applications including network planning, frequency reuse,
coverage prediction, interference management, opportunistic
spectrum access and cognitive radios [2–5]. A fundamental
task for REM construction is to collect geo-localized mea-
surements and thereafter perform spatial interpolation to have
a full map [6].

There have been several proposed techniques for spatial
interpolation with an aim of obtaining REMs. Kriging inter-
polation is one of these techniques used in [6, 7] where the
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received signal power at each point is estimated as a weighted
sum of the available measurements. In [8], Kriging interpola-
tion is extended to track the transmitter time-varying activity
using Kalman filtering. Dictionary learning is used in [9] for
spectrum cartography where the adjacency matrix is used to
exploit the correlation among the measurements coming from
neighboring nodes. Sparcity in frequency domain is used for
spectrum cartography in [10]. In [11], a spectrum cartogra-
phy framework has been developed using a basis expansion
model based on solving a variational optmization problem in-
volving thin-plate smoothing splines. In [12], spectrum car-
tography is formulated as a matrix completion problem to es-
timate REMs with the aid of existing cellular infrastructure.
The contributions in [13–15] use reproducing kernel Hilbert
space (RKHS) and semi parametric models for spectrum car-
tography. While having diverse current solutions for spectrum
cartography with these techniques, they are however having
at least one of the following three limitations. At first, they
are either fully or in part parametric techniques where some
information regarding the transmitters’ parameters and loca-
tions are needed. Secondly, a spatially high density measure-
ments are needed which is very costly in terms of energy and
communication bandwidth. Finally, basis functions or ker-
nels’ parameters are not chosen adaptively depending on the
measurements.

This paper is motivated to overcome these aforementioned
limitations by developing a non-parametric spectrum cartog-
raphy algorithm where the parameters of the basis functions
are updated based on a lower density of measurements as
compared to previous work. By non-parametric here, it is
meant that the model has no parameters that depend on trans-
mitters’ locations or power spectral densities (PSDs). For
achieving this goal, a linear combination of adaptive Gaussian
radial basis functions (RBF) are suggested in this paper with
no prior knowledge about the transmitters. RBF are used be-
cause of their ability for fitting high non-linear functions [16].
Moreover, most of the propagation models assume isotropic
antennae since the average received power is modeled as a
function of only the Euclidean distance from the transmitter
with no consideration of the angles. In this regard, RBF are
used as they require only Eucledian distance dependent sys-
tems [17]. In this paper, the RBF are centered around repre-
sentative centroids that represent strategic informative loca-
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tions instead of directly using the sensors locations to center
the RBF. Our numerical results show that, even-though our
approach in non-parametric with respect to the transmitters,
the proposed algorithm compensate for the lack of transmit-
ters’ information by adapting the RBF centers locations and
parameters.

The rest of this paper is organized as follows. Section
2 illustrates the system model in terms of problem formula-
tion and the theoretical aspects of the RBF-based cartography.
Section 3 presents the main contribution of the paper which
is adaptive RBF with representative centroids based cartog-
raphy. Simulations and findings interpretations are shown in
Section 4. Finally, Section 5 concludes the paper.

2. SYSTEM MODEL

2.1. Problem Statement

Assume M radio transmitters operating at frequency f , and
located within a geographical area, R ⊂ R2. Suppose that
these radios use time-dependent uncorrelated transmitted
PSDs, denoted as ξm(f, t) for each mth transmitter at time
t. Consequently, the time-dependent received signal power at
location x, which we denote as h(x, f, t), is given by:

h(x) =

M∑
m=1

∫
T

∫
BW

|G(x,xm, f, t)|2 ξm(f, t)dfdt (1)

with BW being the bandwidth we are aggregating energy
over. T is a certain considered time period during which there
is an aggregation of maps. G(x,xm, f, t) is a filter character-
izing the channel frequency response between the intended
location, x, and the mth transmitter location, xm.

In many applications, such as spectrum sensing in cog-
nitive radios or when the transmitter is a license exempt
user as in the ISM band, none of the transmitters’ PSDs,
locations and the channel frequency response are known
to the receivers. Therefore, the complete spectrum car-
tography is estimated using a finite set of measurements,
Y = {y1, y2, ..., yn)}, 1 ≤ n ≤ N gathered by a set of
receivers with a locations’ set X = {x1,x2, ...,xn} . The
estimated cartography will be denoted from here on as ĥ(x)

where ĥ(x) : X → Y , while the actual cartography is de-
noted as h(x). It is assumed that there exist a fusion center
that receives X and Y from the measurements’ nodes and
estimates the cartography.1

2.2. RBF-Based Cartography

This part of the paper reviews the theory of using RBF spec-
tum cartograpy learning. The RBF learning model is based
on assuming that each point on the learning sets, (xn, yn),

1For future work, we are considering a fully distributed approach through
local communications among neighboring sensor nodes.

affects the target function on any location x as a function of
the Euclidian distance between x and xn [17]. With respect
to spectrum cartography and the standard form of RBF, the
assumed learning model is formulated as:

h(x) = w0 +

∞∑
i=1

wiexp(−γi ‖x− xi‖2) (2)

where w0 is a constant offset that is useful when h(x) has
a large x-independent component [16]. In our case, this in-
dependent component is the background noise, in particular
when no transmission is active and only noise is received.
w1, · · · , w∞, are weighting parameters for the influence of
the different RBF, γi is a Gaussian decaying parameter for
the ith RBF.

When considering only the available N measurements,
then we have:

w0 +

N∑
i=1

wiexp(−γn ‖xn − xi‖2) = yn (3)

which can be expressed in matrix form as:

Φw = y (4)

where Φ =
[

1N Φ̃
]
, 1l is the all-one column vector

of size l and Φ̃ ∈ RN×N with each element being Φ̃nk =
exp

(
−γk‖xn − xk‖2

)
If w0 is known, then solving (4) for w as w = Φ−1y im-

plies finding N parametrs from N observations which yields
an exact interpolation on the learning setsX and Y . However,
exact interpolation is not only computaionally expensive for
large data sets, but may also create overfitting problems as the
measuremnts noise is not acounted for [17]. Numerical sta-
bility is also a problem if two sensors are very close to each
other.

3. ADAPTIVE RBF WITH REPRESENTATIVE
CENTRIODS USING ALTERNATING

MINIMIZATION ALGORITHM

Consider K centroids which are denoted as µ1, · · · , µK , then
the cartography learning model becomes:

ĥ(x) = w0 +

K∑
k=1

wkexp(−γk ‖x− µk‖2) (5)

Given N measurements, the updated model involving K
centriods in matrix form is

Θw = y (6)

where Θ =
[

1K Θ̃
]
, Θ̃ ∈ RN×K composed as Θ̃nk =

exp
(
−γk‖xn − µk‖2

)
, 1 ≤ n ≤ N, 1 ≤ k ≤ K.
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Fig. 1. (a) Actual cartography. (b)Estimated cartography using 100 measurements and 10 centroids. Sensors locations are
shown as white crosses while optimized centriods locations are represented by black circles
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Fig. 2. Estimated cartography NMSE for different values of
number of measurements, N and centroids, K

To estimate the cartography on R, we need to initialize
and optimize the model parameters including: a) the centri-
ods, µ1, · · · , µK , b) the weights vector w and c) the Gaussian
decaying parameters γ1, · · · , γK .

In order to optimize jointly the weights vector w, cen-
troids locations, µ1, · · · , µK , and the Gaussian decaying pa-
rameters γ1, · · · , γK , a Least Squares (LS) solution is consid-
ered as follows:

min
w,γ1···γk,µ1···µk

N∑
n=1

(
yn − ĥ(xn)

)2
+ λ ‖w‖2 (7)

where ĥ(xn) is obtained by (5), λ is a positive constant that
trades off between the squared norm of w and a loss function
expressing the goodness of fit. λ = 0.5 is used in this paper.
Besides reducing the variance of the estimation error, norm-2
regularization also guarantees a solution to (7) even if ΘΘT

is a singular matrix (i.e. see (8) below) [18] . In the case
of cartography this would happen in the case of either strong
fading and shadowing or when no transmission takes place
and only background noise is received. Moreover, In the case
of some of the resulting centriods are very close to each other,
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Fig. 3. Performance comparision between the proposed non-
parametric RBF technique and the semi-parametric RKHS
based technique proposed in [14]

ΘΘT is a singular matrix also.
To solve the optimization problem (7) for w, µ1, · · · , µK ,

and γ1, · · · , γK , we propose to use a gradient decent (GD)
based alternating minimization method. Notice however that
if γ1, · · · , γK and µ1, · · · , µK are fixed, then a closed form
LS solution for (7) with respect to w can be obtained by

w =
(
ΘTΘ + λIK

)−1
ΘTy (8)

where IK denotes aK×K identity matrix. It should be noted
that even in cases where the inverse in (8) is numerically un-
stable or computationally expensive, one could still use GD
approach to find w, without taking any inverse. To solve (8),
Θ is initialized by assigning a constant value for the decay-
ing parameters, γ1, · · · , γK . For initializing the centoids in
a meaningful manner, K− mean clustring [19] is used by
splitting the input set into K clusters, S1, · · · ,SK and then,
the centroids of these clusters are found considering the well-
known objective

min
Sk,µk

K∑
k=1

∑
xn∈Sk

‖xn − µk‖2 (9)
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Given that this is a non-convex set, we can use the iterative
Lloyd’s algorithm to find a solution for (9) which involves
two basic iterations [20]

µk ←
1

|Sk|
∑

xn∈Sk

xn (10a)

Sk ← {xn : ‖xn − µk‖ < ‖xn − µl‖ ,∀l 6= k} (10b)

After their initialization, the GD updates at time slot i
for the decaying parameters γ1, · · · , γK and the centriods
µ1, · · · , µK assuming a step-size α are given by :

γik = γ
(i−1)
k − α

N∑
n=1

((
yn − ĥ(xn)

)
· ‖xn − µk‖2 ·(

wkexp(−γk ‖xn − µk‖2
))

(11)

µik = µ
(i−1)
k + 2αγk

N∑
n=1

((
yn − ĥ(xn)

)
· (xn − µk) ·

(
wkexp(−γk ‖xn − µk‖2

))
(12)

To summarize, an iterative alternating minimization method
is adopted in the following steps

1. Initialize the centroids using (10a) and (10b) iteratively.

2. Fix γ1, · · · , γK , µ1, · · · , µK and solve for w using (8).

3. Fix w, µ1, · · · , µK and solve for γ1, · · · , γK , using
GD as in (11).

4. Fix w, γ1, · · · , γK and solve for µ1, · · · , µK , using
GD as in (12).

5. Iterate 2-4 till all of the parameters converge.

4. SIMULATIONS AND NUMERICAL RESULTS

4.1. Simulations Setup

A 50m × 50m indoor area contains three active transmitters
arbitrary located and N sensing nodes uniformally randomly
spread over the area is considered for simulations assuming
a pathloss model developed in [21] with its used parameters
as in [21, 22]. Both the area and the propagation model are
chosen arbitrarily as representatives to verify the functionality
of the proposed cartography algorithm and to carry out the
numerical analysis with no other specific considerations.

For the quantitative evaluation, the normalized mean
square error (NMSE) of the estimator is used which is calcu-
lated as

NMSE = E


∣∣∣h(x)− ĥ(x)

∣∣∣2
|h(x)|2


with E [·] denoting the expected value.

4.2. Numerical Results

Fig. 1(a) and Fig. 1(b) show the actual generated and esti-
mated maps using N = 100 measurements and K = 10 cen-
troids respectively. As the figures show, the estimated map
matches the actual one and can be seen as a smoothed version
of it.

Quantitatively, the NMSEs for different values of N and
K are shown in Fig. 2. As expected, the trend is that the
larger the number of centroids, the better the performance.
Nevertheless, it can also be observed that when the number of
centroids approaches the number of measurements, the per-
formance is slightly worse for all the values of N . This be-
havior is due to the fact that, when the number of centroids is
close to the number of measurements points, the representing
centroids locations are closer to the measurements’ points and
therefore an almost exact interpolation around these points
takes place which results in an overfitting and in return an
increase of the errors outside these samples.

A comparative study between the proposed non-parametric
RBF based cartography and the RKHS-based algorithm pro-
posed in [14] is carried out and the results are shown in Fig.
3. For lower values of N the RKHS based cartography out-
performs the non-parametric RBF using 10 centroids with
about 2 dB for the used parameters. Notice that [14] assumes
the knowledge of transmitters locations and PSDs which
compensates having fewer measurements for parametric esti-
mation using RKHS. However, when we increase the number
of measurements points, RBF cartography outperforms the
RKHS-based algorithm with a cross over when N ≈ 70
measurements for our setup. Here the reason is that more
measurements enable the RBF method to overcome the lack
of transmission parameters knowledge. Moreover, adaptation
of the RBF decaying parameters and centroids plays a role
here as well.

5. CONCLUSIONS

Spatial interpolation for constructing spectrum maps is per-
formed using strategically centered adaptive Gaussian radial
basis functions. The centriods locations optimized jointly
with the decaying parameters and the weights of the linear
model. The findings show the influence of the model order on
the proposed algorithm performance.
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