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ABSTRACT

Millimeter wave (mmWave) systems operating over a
wide bandwidth and using a large number of antennas impose
a heavy burden on power consumption. In a massive multiple-
input multiple-output (MIMO) uplink, analog-to-digital con-
verters (ADCs) would be the primary consumer of power in
the base station receiver. This paper proposes a bit allocation
(BA) method for mmWave multi-user (MU) massive MIMO
systems under a power constraint. We apply ADCs to the
outputs of an analog phased array for beamspace projection
to exploit mmWave channel sparsity. We relax a mean square
quantization error (MSQE) minimization problem and map
the closed-form solution to non-negative integer bits at each
ADC. In link-level simulations, the proposed method gives
better communication performance than conventional low-
resolution ADCs for the same or less power. Our contribution
is a near optimal low-complexity BA method that minimizes
total MSQE under a power constraint.

Index Terms— mmWave, channel sparsity, large antenna
arrays, beamspace projection, bit allocation

1. INTRODUCTION

Millimeter wave communication is a promising technology
for next-generation cellular systems [1–4]. To compensate
the large path loss, a high beamforming gain is necessary. The
small wavelength allows large antenna arrays with small an-
tenna spacing and can potentially lead to orders of magnitude
increase in data rates [5, 6]. Large antenna arrays, however,
consume significant power with excessive ADC bit-rate due
to a large signal bandwidth and a high number of bits/sample.

To overcome the limitations, MIMO systems with low
resolution ADCs have been of interest [7–10]. In [8], the per-
formance of 1-bit ADC massive MIMO uplink system was
evaluated for Rayleigh fading channels. For mmWave chan-
nels, the capacity of massive MIMO with 1-bit quantization
was studied [9] with the channel state information known at
the transmitters and the receivers (CSIR). In [11], the channel
estimator in mmWave MIMO systems with 1-bit ADCs was
proposed by modifying the expectation maximization algo-
rithm to solve a 1-bit compressed sensing problem. In [12],
near maximum likelihood (nML) detector and channel esti-

mator for uplink 1-bit ADC massive MIMO systems were in-
troduced by relaxing the norm constraint of a ML estimator.
While frequency flat channels were assumed in [8, 9, 11, 12],
the achievable rate of uplink 1-bit ADC massive MIMO sys-
tems in the frequency selective channel was derived in [13].
A mixed ADC approach has also been studied. In [14], the
achievable rate of massive MIMO systems with 1-bit ADCs
partially replaced with high resolution ADCs was analyzed
by using the generalized mutual information. Using proba-
bilistic Bayesian inference, detectors for the massive MIMO
uplink system with the mixed-ADC receiver architecture were
proposed in [15]. To examine the effect of ADC resolutions,
an additive quantization noise model (AQNM) was consid-
ered [10, 16, 17]. Under the AQNM, the effect on a point-
to-point MIMO mmWave system was investigated in [10].
The achievable rate of uplink massive MIMO systems with
low-resolution ADCs using maximum-ratio combining was
derived for Rayleigh [16] and Rician fading channels [17].

In this paper, we investigate ADC bit allocation (BA) for
mmWave MU-massive MIMO uplink systems. Whereas the
previous work studied low-resolution ADC massive MIMO
with given bits [8–17] or proposed a greedy BA approach un-
der a bit constraint [18, 19], we propose a near optimal low-
complexity BA algorithm for minimizing quantization error.
We adopt radio frequency (RF) preprocessing to exploit spar-
sity of mmWave channels [20] by projecting received signals
onto the beamspace. Having the total ADC power consump-
tion of the receiver with uniform bit ADCs as a power con-
straint, we formulate a relaxed MSQE minimization prob-
lem for the beamspace signals under the AQNM assumption.
Through non-negative integer mapping, the solution of the
problem is used to allocate quantization bits at each ADC.
Simulation results illustrate that our BA algorithm outper-
forms the low-resolution quantization system in error vector
magnitude (EVM) where all ADC resolutions are the same.

2. SYSTEM AND CHANNEL MODEL

We consider MU-MIMO uplink networks in which M users
are equipped with a single transmit antenna. The base station
(BS) with N antennas receives the user signals, and we as-
sume N � M . The antenna array is a uniform linear array
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(ULA). The mmWave communication uses narrowband chan-
nels with the CSIR. RF preprocessing is adopted at the BS so
that an analog beamformer FRF ∈ CN×N 1 is applied to the
received signal y ∈ CN . Each element of FRF is limited to
have an equal norm of 1/

√
N . Each beamforming output is

connected to an ADC pair as shown in the Fig. 1. At each
ADC, a real or imaginary component of the complex signal is
quantized. The received signal after the beamforming is

ỹ = FHRF y = FHRF Hx + FHRF n (1)

where H ∈ CN×M is the channel matrix, x ∈ CM is the
vector of M user symbols and n ∈ CN is the additive white
Gaussian noise which follows complex Gaussian distribution
CN (0, N0IN ). We assume E[xi] = 0 and E[|xi|2] = 1.

Since mmWave channels are expected to have limited
scattering [20], the ith user channel hi ∈ CN is assumed to
be a sum of the contributions of p scatterings. To represent H
in beamspace, we define the matrix A = [a(θ1), · · · ,a(θN )].
The vector a(θi) is the array response vector where θi ∈
[0, 2π] is the azimuth angles of arrival. Adopting the virtual
channel representation [21, 22], H can be modeled as

H =
√
N/p [a(θ1), · · · ,a(θN )][hb1, · · · ,hbM ]

=
√
N/pAHb = AG (2)

where hbi ∈ CN is the beamspace channel of the ith user
and G =

√
N/pHb. Note that hbi has p channel gains

corresponding to p scatterings and the other (N − p) chan-
nel gains are assumed to be much smaller than the p chan-
nel gains. Under the ULA assumption with uniformly spaced
spatial angles ϑi = i/N , A becomes the Fourier transform
matrix [20]; a(θi) = 1√

N

[
1, e−j2πϑi , · · · , , e−j2πϑi(N−1)

]ᵀ
with θi = arcsin(λϑi

d ) where λ is the signal wavelength and
d is the distance between antenna elements.

The AQNM [10] with different quantization bits for each
symbol is considered so that the quantized signal of ỹ is

ỹq = Q(ỹ) = Wα ỹ + nq (3)

Q(·) is a quantizer function and Wα = diag(α1, · · · , αN ) is
a diagonal matrix with αi = 1 − βi. Here, βi is the ratio of
the MSQE and the power of the symbol, i.e., βi =

E[|ỹi−ỹqi|2]
E[|ỹi|2]

where ỹqi is the quantized output for ỹi. We consider nq

as the additive quantization noise uncorrelated with ỹ, and
nq follows the complex Gaussian distribution [16, 17]. For a
fixed channel realization H, the covariance matrix of nq is

Rnq = WαWβ diag(FHRFH(FHRFH)H +N0IN ) (4)

where Wβ is a diagonal matrix; Wβ = diag(β1, · · · , βN ),
and diag(FHRFH(FHRFH)H+N0IN ) is also a diagonal matrix
with the diagonal terms of (FHRFH(FHRFH)H +N0IN ). Rnq

is a non-Hermitian matrix as nq is uncorrelated with ỹ.
1We consider a square matrix as we do not aim to reduce power consump-

tion from analog beamforming itself, but from using low-resolution ADCs.

Fig. 1: The uplink multi-user massive MIMO system with M
user elements (UEs), N antenna elements, analog beamform-
ing and ADC bit allocation.

3. VARIABLE BIT ALLOCATION IN ADCS

In the beamspace, the channel of each user hbi has p ma-
jor channel gains and (N − p) much smaller gains, so that
the channel can be regarded to be nearly sparse. We lever-
age such channel sparsity to improve the communication per-
formance under the power constraint, and adopt the MSQE,
E
[
|ỹi − ỹqi|

2
]
, as a distortion measure. Thereby, we choose

FRF = A, which gives the spatial Fourier transform of the
received signal by projecting the signal onto the beamspace.
For the beamspace projected sparse signals, we formulate the
MSQE minimization problem to efficiently allocate quantiza-
tion bits under the power constraint.

3.1. RF Preprocessing: Beamspace Projection

Leveraging RF preprocessing, we project the received signal
onto the beamspace with FRF = A. The received signal after
the analog beamforming (1) becomes

ỹ = AHHx + AHn = Gx + ñ (5)

where ñ = AHn, and ñ follows CN (0, N0IN ) as A is uni-
tary. Since ỹi = [G]i,: x+ ñi =

∑M
u=1 gi,uxu+ ñi, the signal

ỹi becomes a complex Gaussian random variable by the cen-
tral limit theorem (CLT) as M → ∞. Based on the CLT, we
approximate ỹi as a complex Gaussian random variable with
the variance of σ2

i = [G]i,:[G]Hi,: +N0.
Using (5), we can rewrite the quantized signal ỹq in (3) as

ỹq = WαGx + Wαñ + nq. (6)

Consequently, the covariance matrix of nq in (4) becomes
Rnq

= WαWβ diag(GGH + N0IN ). Assuming the non-
linear scalar minimum mean square error (MMSE) quantizer,
βi becomes βi = π

√
3

2 2−2bi [10] where bi is the number of
quantization bits for each real and imaginary part of ỹi. The
MSQE of ỹi with bi quantization bits is

Di(bi) = E[|ỹi − ỹqi|2] =
π
√

3

2
σ2
i 2−2bi (7)

In the next subsection, we solve the BA problem by minimiz-
ing the total MSQE subject to the power constraint.
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3.2. Power Constrained Bit Allocation

We assume that the power consumption at each ADC PADC

scales exponentially in the number of bits per sample b as [10]

PADC(b) = cW2b (8)

where c is the energy consumption per conversion step (e.g.
494 fJ) and W is the sampling rate. Noting that b is a non-
negative integer, the MSQE minimization can be formulated
as an integer optimization problem. To find a closed-form
solution, we relax the integer problem with b ∈ ZN+ to the
real number problem with b ∈ RN . Despite the fact that
PADC(b) = 0 for b ≤ 0, we also relax the problem by con-
sidering PADC(b) = cW2b for b ∈ R. Having the power of
N b̄-bit ADCs as the constraint, the minimization problem is

b̂ = argmin
b=[b1,··· ,bN ]ᵀ

N∑
i=1

Di(bi) (9)

s.t.
N∑
i=1

PADC(bi) ≤ NPADC(b̄), b ∈ RN .

By defining xi = 2−2bi , x̄ = 2−2b̄ and vi = σ2
i , we can

convert (9) into a simpler form given as

x̂ = argmin
x=[x1,··· ,xN ]ᵀ

vᵀx (10)

s.t.
N∑
i=1

x
− 1

2
i ≤ Nx̄− 1

2 , and x > 0N

where 0N is a N × 1 zero vector. Note that (10) is the equiv-
alent problem to (9) and is a convex optimization problem.
The global optimal solution of (9) can be achieved by solving
Karush-Kuhn-Tucker (KKT) conditions for (10). By relaxing

x > 0N to x ≥ 0N with h =

[∑N
i=1 x

− 1
2

i −Nx̄− 1
2

−x

]
, KKT

conditions become

v + J(x)ᵀµµµ = 0N (11)
µi hi = 0, ∀ i ∈ {1, · · · , N + 1} (12)
h ≤ 0(N+1) (13)
µµµ ≥ 0(N+1) (14)

where the Jacobian matrix of h is J(x) =
[
p −IN

]ᵀ
, the

vector p =
[
− 1

2x
− 3

2
1 , · · · ,− 1

2x
− 3

2

N

]ᵀ
, and µµµ ∈ R(N+1) is

the vector of the Lagrangian multipliers. As xi 6= 0, ∀ i ∈
{1, · · · , N}, the Lagrangian multipliers become µj = 0, ∀ j ∈
{2, · · · , N + 1} from (12). So, (11) guarantees µ1 6= 0 as
v 6= 0N , and (12) gives h1 = 0 meaning that the equality
holds for the power constraint. From (11) and (12), we have
vi = 1

2x
− 3

2
i µ1, and

∑N
i=1 x

− 1
2

i = Nx̄−
1
2 , which gives µ1 ={

x̄
1
2

N

∑N
j=1(2vj)

1
3

}3

> 0. Putting µ1 into vi = 1
2x
− 3

2
i µ1,

the solution becomes xi = x̄

{
1
N

∑N
j=1

(
vj
vi

) 1
3

}2

. From the

definitions of xi, x̄ and vi,

b̂i = b̄− log2

 1

N

N∑
j=1

{
1 + SNRRF

j

1 + SNRRF
i

} 1
3

 (15)

where SNRRF
j =

‖[G]j,:‖2
N0

. The allocated bits for the ith
ADC increases logarithmically with (1 + SNRRF

i )1/3 and de-
creases logarithmically with the sum of (1 + SNRRF

j )1/3,
j = 1, · · · , N . The near optimal BA can be achieved by
mapping (15) into non-negative integers.

3.3. Bit Allocation Algorithm
To perform the non-negative integer mapping, b̂i ≤ 0 is
mapped to 0, i.e., the ADC pairs with b̂i ≤ 0 are inactivated.
This mapping does not violate the actual power constraint
as PADC(b) = 0 for b ≤ 0. Next, non-integer b̂i > 0 is
mapped to db̂ie. If

∑
i∈{i|b̂i>0} PADC(db̂ie) > NPADC(b̄),

we need to map some non-integer b̂i to bb̂ic, which reduces
the power consumption while increasing the MSQE. The
bb̂ic mapping can always satisfy the power constraint: (i)
for b̂i < 0, there is no power increase when mapping
b̂i < 0 to 0, and (ii) for b̂i > 0, the total power becomes∑
i∈{i|b̂i>0} PADC(bb̂ic) ≤

∑
i∈{i|b̂i>0} PADC(b̂i).

Due to the non-linearity of the MSQE and power with re-
spect to b̂, we propose a trade-off function which represents
the MSQE increase per unit power savings after mapping b̂i
to bb̂ic for non-integer b̂i > 0 as

T (i) =

∣∣∣∣∣ ∆Di(b̂i)

∆PADC(b̂i)

∣∣∣∣∣ =

∣∣∣∣∣ Di(b̂i)−Di(bb̂ic)
PADC(b̂i)− PADC(bb̂ic)

∣∣∣∣∣ . (16)

Algorithm Near Optimal BA Algorithm for N Antennas

1. Set power constraint Pmax = NPADC(b̄) using (8)
2. Set S = {1 . . . N} and Ptotal = 0

3. for i = 1 . . . N

(a) Compute b̂i using (15) and bi = max(0, db̂ie)
(b) if (bi = 0), S = S− {i}
(c) else pi = PADC(bi) and Ptotal = Ptotal + pi

◦ if (b̂i ∈ N), S = S− {i}
4. if Ptotal ≤ Pmax, return b
5. for i ∈ S, Ti = Trel(i) using (17)
6. while Ptotal > Pmax

(a) i∗ = argmini∈STi

(b) bi∗ = bi∗ − 1 and S = S− {i∗}
(c) Ptotal = Ptotal − pi∗ + PADC(bi∗)

7. return b
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Then, b̂i with the smallest T (i) is re-mapped to bb̂ic for a
better trade-off of quantization error vs. power consumption.
This repeats for b̂i with the next smallest T (i) until the power
constraint is satisfied. For a practical BA algorithm, we use a
relative trade-off function obtained from (16) as

Trel(i) =
2−2bb̂ic − 2−2b̂i

2b̂i − 2bb̂ic
σ2
i . (17)

Algorithm shows the described BA algorithm. Since the so-
lution (15) is in closed-form and while loop at line 6 occurs a
maximum N times, the computational complexity is O(N2),
and while loop at line 6 will always end as explained.

4. SIMULATION RESULTS

To evaluate the proposed BA method, we generate the
mmWave channel based on [23]. For a narrowband mmWave
channel, we assume 1 cluster and 4 subpaths (p = 4) be-
tween each user and the BS, and the system uses a 73
GHz carrier frequency with the antenna spacing of λ/4.
The average EVM is adopted as a performance measure;
EVM (%) = ‖x−x̂‖

‖x‖ × 100, where x is the vector of the
quadrature phase shift keying symbols from M users and x̂
is the decoded signal vector using a zero-forcing equalizer.
Defining SNR= E[|xi|2]

N0
, we provide link-level simulation

results of the near optimal BA comparing with the non-
quantization and low-resolution quantization cases.

Fig. 2 shows the average EVM for N = 256 BS antennas
with (a) M = 8 and (b) 16 users, respectively. Full resolution
indicates a non-quantization case considered as an ideal case
for benchmark. Uniform1, Uniform2 and Uniform3 are the
cases of 256 antennas equipped with b̄-bit ADCs with b̄ =
1, 2 and 3 respectively. BA1, BA2 and BA3 are the results
of the proposed BA algorithm that correspond to Uniform1,
Uniform2 and Uniform3; i.e., BA1, BA2 and BA3 satisfy the
power constraint with b̄ = 1, 2 and 3.

Unlike the uniform bit ADC cases, some BA cases have
inactive (0-bit) ADCs while assigning more bits to other
ADCs with larger aggregated channel gains. For example,
BA1 with 8 and 16 users turns off 134 and 167 ADCs,
respectively, out of 256 ADCs when the SNR is 10 dB.
Accordingly, the proposed BA method outperforms the low-
resolution quantization case for both 8 and 16 users when
using 256 antennas. In particular, our BA algorithm shows a
larger EVM gap with a smaller b̄. This illustrates that our al-
gorithm is more effective for the communication environment
with a harsher power constraint. The EVM gap also increases
with increasing SNR as smaller noise allows the proposed
algorithm to more effectively reduce the quantization error
of desired signals. Beyond SNR ≈ −1 dB, BA1 shows
lower EVM even than Uniform2 which consumes twice the
power of BA1 for both 8 and 16 users. Beyond SNR ≈ 2
dB, BA2 shows similar EVM as Uniform3 which consumes

(a)

(b)

Fig. 2: The average EVM of the near optimal BA algorithm
and corresponding uniform bit ADCs, b̄ ∈ {1, 2, 3} for (a) 8
users and (b) 16 users with 256 BS antennas.

twice the power of BA2 for 8 users. Thus, our BA algo-
rithm can achieve a large improvement in the communica-
tion performance compared to a conventional low-resolution
quantization strategy.

5. CONCLUSION

In this paper, the primary contribution is a near optimal
low-complexity bit allocation technique for mmWave MU-
massive MIMO uplink systems. Adopting RF preprocessing,
the proposed algorithm projects the received signals onto the
beamspace by spatial Fourier transform to exploit mmWave
channel sparsity. Assuming an additive quantization noise
model, we formulate the relaxed MSQE minimization prob-
lem under a power constraint. Through a non-negative integer
mapping, the solution of the problem is used to allocate bits at
each ADC. In simulation, the proposed method achieved large
EVM improvement when compared to the low-resolution
quantization with equal or less power and performed more
effectively under a harsher power constraint.

3497



6. REFERENCES

[1] Z. Pi and F. Khan, “An introduction to millimeter-wave
mobile broadband systems,” IEEE Comm. Mag, vol. 49,
no. 6, pp. 101–107, Jun. 2011.

[2] T. S. Rappaport, S. Sun, R. Mayzus, H. Zhao, Y. Azar,
K. Wang, G. N. Wong, J. K. Schulz, M. Samimi, and
F. Gutierrez, “Millimeter wave mobile communications
for 5G cellular: It will work!” IEEE Access, vol. 1, pp.
335–349, May 2013.

[3] J. G. Andrews, S. Buzzi, W. Choi, S. V. Hanly,
A. Lozano, A. C. Soong, and J. C. Zhang, “What will
5G be?” IEEE Journal on Selected Areas in Comm.,
vol. 32, no. 6, pp. 1065–1082, Jun. 2014.

[4] F. Boccardi, R. W. Heath, A. Lozano, T. L. Marzetta,
and P. Popovski, “Five disruptive technology directions
for 5G,” IEEE Comm. Mag., vol. 52, no. 2, pp. 74–80,
Feb. 2014.

[5] A. L. Swindlehurst, E. Ayanoglu, P. Heydari, and
F. Capolino, “Millimeter-wave massive MIMO: The
next wireless revolution?” IEEE Comm. Mag., vol. 52,
no. 9, pp. 56–62, Sep. 2014.

[6] Z. Pi and F. Khan, “A millimeter-wave massive MIMO
system for next generation mobile broadband,” in Proc.
Asilomar Conf. on Signals, Systems and Computers,
Nov. 2012, pp. 693–698.

[7] D. Verenzuela, E. Björnson, and M. Matthaiou, “Hard-
ware design and optimal ADC resolution for uplink
massive MIMO systems,” in IEEE Sensor Array and
Multichannel Signal Processing Workshop, Jul. 2016,
pp. 1–5.

[8] C. Risi, D. Persson, and E. G. Larsson, “Massive MIMO
with 1-bit ADC,” arXiv preprint arXiv:1404.7736, Apr.
2014.

[9] J. Mo and R. W. Heath, “Capacity analysis of one-
bit quantized MIMO systems with transmitter channel
state information,” IEEE Trans. on Signal Processing,
vol. 63, no. 20, pp. 5498–5512, Jul. 2015.

[10] O. Orhan, E. Erkip, and S. Rangan, “Low power analog-
to-digital conversion in millimeter wave systems: Im-
pact of resolution and bandwidth on performance,” in
Proc. IEEE Info. Theory and Applications Workshop,
Feb. 2015, pp. 191–198.

[11] J. Mo, P. Schniter, N. G. Prelcic, and R. W. Heath,
“Channel estimation in millimeter wave MIMO systems
with one-bit quantization,” in Proc. Asilomar Conf. on
Signals, Systems and Computers, Nov. 2014, pp. 957–
961.

[12] J. Choi, J. Mo, and R. W. Heath, “Near maximum-
likelihood detector and channel estimator for uplink
multiuser massive MIMO systems with one-bit ADCs,”
IEEE Trans. on Comm., vol. 64, no. 5, pp. 2005–2018,
Mar. 2016.

[13] C. Mollén, J. Choi, E. G. Larsson, and R. W. Heath Jr,
“Performance of the wideband massive uplink MIMO
with one-bit ADCs,” arXiv preprint arXiv:1602.07364,
Feb. 2016.

[14] N. Liang and W. Zhang, “Mixed-ADC massive MIMO,”
IEEE Journal on Selected Areas in Comm., vol. 34,
no. 4, pp. 983–997, Mar. 2016.

[15] T.-C. Zhang, C.-K. Wen, S. Jin, and T. Jiang, “Mixed-
ADC massive MIMO detectors: Performance analy-
sis and design optimization,” IEEE Trans on Wireless
Comm., submitted, arXiv:1509.07950, Oct. 2015.

[16] L. Fan, S. Jin, C.-K. Wen, and H. Zhang, “Uplink
achievable rate for massive MIMO systems with low-
resolution ADC,” IEEE Comm. Letters, vol. 19, no. 12,
pp. 2186–2189, Oct. 2015.

[17] J. Zhang, L. Dai, S. Sun, and Z. Wang, “On the spec-
tral efficiency of massive MIMO systems with low-
resolution ADCs,” IEEE Comm. Letters, vol. 20, no. 5,
pp. 842–845, Feb. 2016.

[18] A. Gersho and R. M. Gray, Vector quantization and sig-
nal compression. Springer 2012 (originally published
1992).

[19] J. Choi, B. L. Evans, and A. Gatherer, “Space-time fron-
thaul compression of complex baseband uplink LTE sig-
nals,” IEEE Int. Conf. on Comm., May 2016.

[20] R. W. Heath, N. Gonzalez-Prelcic, S. Rangan, W. Roh,
and A. M. Sayeed, “An overview of signal processing
techniques for millimeter wave MIMO systems,” IEEE
Journal of Selected Topics in Signal Processing, vol. 10,
no. 3, pp. 436–453, Feb. 2016.

[21] A. M. Sayeed, “Deconstructing multiantenna fading
channels,” IEEE Trans. on Signal Processing, vol. 50,
no. 10, pp. 2563–2579, Nov. 2002.

[22] R. Méndez-Rial, C. Rusu, N. González-Prelcic,
A. Alkhateeb, and R. W. Heath, “Hybrid MIMO ar-
chitectures for millimeter wave communications: Phase
shifters or switches?” IEEE Access, vol. 4, pp. 247–267,
Jan. 2016.

[23] T. A. Thomas, H. C. Nguyen, G. R. MacCartney, and
T. S. Rappaport, “3D mmWave channel model pro-
posal,” in Proc. IEEE Veh. Tech. Conf., Sep. 2014, pp.
1–6.

3498


