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ABSTRACT

In this work, we study the fundamental tradeoff between in-
tegration time and scan rate in radar systems. The contrast-
ing needs for a large probability of detection and a short scan
time are carefully balanced by optimizing the detection rate,
defined as the average number of detections from a target per
unit of time. A closed-form solution for the optimum pulse
train length is provided in the relevant case of Gaussian ob-
servations with unknown noise variance. Some examples are
given to show the possible tradeoffs among the principal sys-
tem parameters.

Index Terms— Detection rate (DR), false alarm rate
(FAR), constant FAR (CFAR), pulse radars, scan time.

1. INTRODUCTION

For fixed transmit power, the probability of detection of a
radar system can be improved by increasing the length of
the pulse train transmitted in each angular direction (i.e., the
dwell time), so as to increase the time-on-target (TOT) and
then the amount of integrated energy at the receiver. However,
this has the drawback to increase the scan duration and then
the reaction time of the radar [1]. To balance these contrast-
ing needs, the cumulative probability of detection, defined as
the probability of detecting the target at least once in a preas-
signed time interval where multiple scans take place, has been
used in the past for system design, since it can quantify the ca-
pability of a search radar to detect a newly born target within
a preassigned time interval [2—4] or, if the target is closing,
before it reaches a given range [5-7].

Recently, this concept has been put forward in [8-10],
where the authors optimize the detection rate (DR), defined
as the average number of detections per unit of time from a
target, under a constraint on the false alarm rate (FAR), de-
fined as the average number of false alarms per unit of time
from the inspected area. Indeed, in [10], it is shown that DR is
the inverse of the average value of the detection time (defined
as the random time elapsing before a new detection from a
prospective target arrives), and that it bounds the quantile of
the detection time and the cumulative probability of detec-
tion. Therefore, a large DR, on top of being per se desirable,
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implies a short time interval between consecutive detections
from a persistent target or a fast detection of a newly born
target, thus reducing the reaction time of the radar. Also, a
larger DR facilitates subsequent track-before-detect [11-17]
and/or tracking [18-21] algorithms, which follow the detector
in the radar processing chain, since more frequent hits result
in a smaller association gate in the track estimation process.
On the other hand, FAR is commonly adopted by radar en-
gineers to measure whether a radar is troubled by excessive
false alarms; in particular, it has a direct impact on the com-
putational requirement for real-time data processing and on
the capacity of the human operator to take actions by moni-
toring the hits visualized on the radar scope [22,23].

In this work, we optimize DR under a constrain on FAR
in a radar system with range, azimuth, and Doppler resolution
cells, the latter being in number equal to the pulse train length
(a parameter for system optimization). Different from [10],
we tackle here the case where the noise power is unknown. A
closed-form solution for the optimum length of the pulse train
is provided, showing that it should be set so as to have a rela-
tively small probability of detection, which is approximately
in the range (1/9, 1/e). Examples showing the impact of the
system parameters, such as the level of the probability of false
alarm, the signal-to-noise (SNR) ratio, and the sample-size of
secondary data used for the noise power estimation, are pro-
vided.

The reminder of the paper is organized as follows. In
the next section, the radar model is presented. Sec. 3 is de-
voted to system optimization, while the performance analysis
is provided in Sec. 4. Finally, concluding remarks are given
in Sec. 5.

2. SYSTEM MODEL

Consider a pulse radar monitoring an azimuth sector of width
U = MA, where A is the antenna beamwidth and M the
number of azimuth bins. A pulse train of length /V is emitted
in each azimut direction. The pulse repetition time (PRT) is
T and the bandwidth W, so that K = |TW | range bins are
defined. The transmit beam is rotated at steps of A, which
brings the scan time to Ty, = M NT.
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At the receive side, a standard discretization process
is carried out. The signal is projected onto a delayed
and frequency-shifted version of the pulse train, where the
inspected pairs of delay and Doppler shift, say (7, fq),
are dictated by the bandwidth and duration of the pulse
train, ie., 7 € {1/W,2/W,...,K/W}, and f; €
{0,1/(NT),...,(N —1)/(NT)}. Assuming that delay and
Doppler shift of prospective targets lie on the inspected grid
(i.e., neglecting straddling losses) and do not change dur-
ing the TOT, the discretized signal from the range-azimuth-
Doppler bin under inspection can be written as

{\/NES +w, under Hy
r =

w, under H

6]

where: £ is the received energy per pulse from the target;
s and w are complex circularly-symmetric Gaussian random
variables, the former, with unit-variance, representing the tar-
get response and the latter, with variance o2, representing the
noise contribution; Hy is the null hypothesis (the cell under
test contains only noise); and H; is the alternative hypothesis
(a target is present in the cell under test).
The likelihood ratio test for the cell under inspection is
rf2 1 ’
0_2 }?0 Y (
where v is the detection threshold. In general, o2 is not
known, and it is common to employ a cell-averaging constant
FAR (CA-CFAR) processor, so as to adapt the detector sen-
sitivity to the variations in the noise level [3,24,25]. In par-
ticular, assuming that L > 2 independent and identically dis-
tributed secondary data samples are available, say {a:g}eLzl,
with the same distribution as the noise in the cell under test,
an estimate of the noise power is 6% = L 57 |z,|2, and the
test is expressed as in (2), once o2 is replaced with 2, i.e.,
r? 3
IS v
Denoting D the test statistic in (3) and p = £ /0% the SNR
per pulse, we have that D | Hp and (1+pN)~'D | H; follow
an F'-distribution with parameters 2 and 2L (since they are the
ratio between two 2 random variables with 2 and 2L degrees
of freedom [26]), whereby the probabilities of detection and
false alarm are

Pi=P(D >~ | Hy) = 1+ -2 N (4a)
d =7 ! 1+ pN
Py =P(D >~y | Ho) = (1+~/L)~" (4b)

respectively.

3. SYSTEM OPTIMIZATION

The probabilities of detection and false alarm are commonly
used to evaluate the performance of a radar system. How-

ever, these metrics do not include any information about time
and/or number of resolution elements. To overcome this limi-
tation, radar engineers often consider the FAR, for it has a di-
rect impact on the capacity of the operator in handling the hits
produced by the detector. In the same way, DR is a relevant
figure of merit: indeed, while P3 monotonically increases
with the TOT for a fixed transmit power, it is questionable
whether a series of tests with larger Py but longer scan dura-
tion is desirable in surveillance operations [5,7].

It is therefore meaningful to use FAR and DR for system
optimization: specifically, DR can be maximized over the free
system parameters, under a constraint on the maximum toler-
able FAR level. Since there are K range bins, M azimuth
bins, and N Doppler bins, the average number of false alarms
in a scan is K M N P;,, and

KMN P, K
—— = —P;,. 5
T T b )

FAR =

This shows that constraining FAR is equivalent to constrain-

ing P, (for they are proportional to each other through the

constant coefficient K /T'), and the latter will be considered

in the optimization problem. As to DR, instead, the average

number of detections from the target in a scan is simply Fq,
so that P 1 P
d d

DR = T, MTN ©

which shows that maximizing DR may be quite different from

maximizing Py: in particular, by adjusting the pulse train

length N, we can now balance the contrasting needs of a short

scan time and a long TOT (i.e., a large FPy).

The degrees of freedom for system optimization are the
pulse train length N and the detection threshold ~: all the
other parameters (number of range bins, number of azimuth
bins, PRT, sample-size of the secondary data, transmit energy
per pulse) are not adjusted. Therefore, letting o be the max-
imum tolerable level for the probability of false alarm, and
denoting Nmin and Npmaxs Nmin < Nmax, the minimum and
maximum length of the pulse train,' the optimization prob-
lem tackled here is

max DR
Ne{Nm|n7---7anax}7'YeR (7)

s.t. P <a
which, from (4) and (6), can be restated as

1 ~v/L -k
max — |1+
Ne{Nuin,-.;Nmae },7eR - N 1+ pN ®)

st. (1+v/L)F<a

Since the objective function is decreasing with ~, the
smallest threshold satisfying the constraint must be chosen,

! Ninin is tied to the minimum accuracy level required for Doppler shift es-
timation, while Npax is dictated by the target velocity and is the largest value
of N for which there is no range and/or azimuth and/or Doppler migration
during the coherent processing inteval.
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i.e.,
v = L{a Yt —1) )
and the optimum length of the pulse train can be computed as

—L

N ! (1 e 1) (10)
= arg max - -
N€{Nuin, .-, Numax} N 1+ pN

To solve (10), we introduce the continuously differentiable

function
1 o~V —1\7"
——(1+E == 1
f(@) z<+ 1+px) 11
defined over (0, +-00), whose derivative is
) —L—1
' _(1_|_a1_;:;1> 2,.2
< (a2 —1)(L—1)—2) + a_l/L}. (12)

Observe that, if « > ((L — 1)/(L + 1))2L, f/(z) < 0 for
any z and, if « < ((L 1)/(L+1))2L f'(z) < O0forz €

(0,Z) U (z*,00), f'(x) = 0 forxz € {Z,x2*}, and f'(x) > 0
for z € (Z,x*), where
o (L—1)(a"VE—1) -2
2p
\/(orl/L —)[(L - 1)2(aVE —1) — AL]
— >0
2p
(13a)
oo L= DV —1) -2
2p
\/(a_l/L —D)[(L - 1)2(a"V/E —1) — AL]
- > .
2p
(13b)

This implies that the optimum length of the pulse train is

2L . L1\ 2L
Npin, ifa> (L+1) ,orif a < (ﬁ)
and 2* < Npin
_ —L
<1+7‘* 13;,*) 11\ 2E
arg max —~——y——, ifa< <L+1)

N*
NE{ Nuin, Nmax }

and £* > Npax

—L
—1/L
(1+7‘” 1+/,,N*1>
arg max -~ =
N&{Nuin, [z*],[2*]}

otherwise.

(14)
It is worthwhile noticing that, unless the pair («, p) re-
quires N* = Nuin, NVmax, the optimum pulse train length pro-
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Fig. 1. Detection rate versus SNR per pulse for different val-
ues of « when L = 15,7 =", and N = N*.

vides
—-L
Pd ~ (1 + al/L_l)
1+ px*
9 L
o () - s
=|1- i1 15)

This value is increasing with o and spans the open interval
(1=2/(L+1)%,(1—-1/L)"),sothat 1/9 < Py < 1/e for
any L and a.

4. ANALYSIS

We consider a pulse radar where K = 200, M = 60, and
T = 100 ps. For this system, DR is optimized over N and y
according to Problem (7) when Ny, = 10 and Ny = 1000.

Fig. 1 shows DR, measured in detections per seconds
(det/s), versus p for different values of & when when L = 15,
v =%, and N = N*, while Figs. 2 and 3 report the corre-
sponding values of Py and T, respectively. Observe that for
all inspected values of «, Py is approximately constant and

intermediate SNR’s; at lower and higher SNR’s, the proba-
bility of detection requires N = Npyax and N = Ny, re-
spectively, and saturates towards 0 and 1, respectively. Fig. 4
shows DR versus p for different values of L when a@ = 10~¢
v =%, and N = N*. Clearly, when L increase, the esti-
mate of the noise variance is more accurate, and the detection
performance of the system improves.

Finally, the proposed optimization method is compared to
the common procedure to choose IV so as as to have Py as
close as possible to some desired value, say P,, under the
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Fig. 2. Probability of detection versus SNR per pulse for dif-
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Fig. 3. Scan time versus SNR per pulse for different values of
awhen L =15,7v=~v",and N = N*.

same constraint on Pr,. From (4), it can be easily seen that
v = ~*, and that N must be set equal to

Nmina lf:lj S Nmin
N — NmaXa 1ffl] Z Nmax
—L
. /L = .
arg min (1 + 1” N) — Py|, otherwise
Ne{lg). 71} M
(16)

where §j = ((Py/a)*/F —1)/p. Fig. 5 shows DR versus p for
N = N*, and for N = N with different values of P;, when
L =15,a = 1075, and v = ~*. For large and small values
of p, both N* and N saturate t0 Nyin and Nyax, respectively,
so that DR is equal in both cases. At intermediate values of
p, instead, requiring Py as close as possible to 0.7, 0.8, and
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Fig. 4. Detection rate versus SNR per pulse for different val-
ues of L when o« = 1076, vy=~%and N = N*.
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Fig. 5. Detection rate versus SNR per pulse for N = N*,
and for N = N with different values of P;, when L = 15,
a=107%and v = v*.

0.9—notice that the optimal value in (15) is 0.34—results in
a loss of about 2, 3.4, and 6.2 dB for DR € [0.15, 6.5] det/s.

5. CONCLUSION

In this work, the problem of maximizing the detection rate in
radar systems with Gaussian observations and unknown noise
power has been tackled. A closed-form solution for the opti-
mum value of the pulse train length N has been provided,
and the analysis has shown that it should be set so as to have a
probability of detection approximately in the range (1/9,1/e)
for a wide range of SNR, probability of false alarm, and
sample-size of the secondary data.
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