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ABSTRACT (@
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Person re-identification is a key technique to match persor
images captured in non-overlapping camera views. Duetoth §
sensitivity of low-level visual features to viewpoint chpm s-

cale zooming and illumination variation, high-level sertian
attributes, more stable to the environmental change, bégin
be investigated to improve the robustness of the represente
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tion. However, confusions may occur caused by the limited " ot s
expression ability of coarse-grained semantic attribufes

explore the attribute value, we introduce a new framework in __ )
cluding two steps: (1) attribute augmentation, by miningno Fig. 1. (a) Tendency of average number of confused persons in clas-

shorthair J | T anas

sification with increase semantic attributes used, whietfram [18]

. . . . . denoted asdi, .., a15), such as "shorts”, "backpack”, "long-hair”
attribute aggregation, by merging attribute-based ragkén and so on. (b) An example of 4 confused persons in classifica-

sults into traditional featu_re-based ranking re_:sults. &k o (c) A hybrid representation augmented by a non-seingaft
ments conducted on public datasets have validated the- eﬁe@l_ o b3).
tiveness of the proposed framework. ’

Index Terms— person re-identification, non-semantic at- researchers start to investigate how to improve image +epre
tributes, attribute augmentation, attribute aggregation sentation with semantic attributes: Ryan Laghal. [18] pro-
posed to learn a selection and weighting of mid-level seman-
tic attributes to describe people appearance. Cheng-Hao Ku
et al. [19] applied semantic color names to describe a person

Person re-identification (re-id) is a task of matching pesso image. Yubin Dengt al. [20] released a new pedestrian at-

across non-overlapping camera views [1]. Treated as ampecfribu.te dataset, which is by far the largest and most divefse
image retrieval problem, re-id is attracting increasirgrat 'S kind. - o
tions in the field of signal processing [2—4]. Relevant works Howev_er, two characteristics fo_r person re-identification
can be generally categorized into two classes: metric {earri@sk were ignored by these semantic attribute based approac
ing and feature representation. The former emphasizes &%: (1)Coarse-grained. Such semantic attributes used for
seeking a proper measure to reflect the identity consistancy Person re-identification is pre-defined, whose quantitars f
mong personimages [5-7]. The latter aims at constructing es{rom sufficient in forming a expressive space. Take Fig.1(b)
pressive and robust feature descriptions [8-12]. Mostaf fe @S an example, 15 semantic attributes, proposed by [18], are
ture representation approaches have relied on low-lesabyi USed to represent person appearance. Even with all thegroun
features [8], which are expressive but sensitive to viewpoi 'Uth semantic attributes, some persons still share the sam
change, scale zooming and illumination variation [13-17]. attribute vectors, leading to a theoretically indistirghable
comparison, sematic attribute based vectors are refativel  'esSult. (2)Samples-deficiencyAs shown in Fig.1(a), with

bust to person’s appearance change [18]. To this end, sonte increase number of attributes used, the ave_rage nurhberq
confused persons decreases. Therefore, enriching semanti
*R. Huls the corresponding author, and is also with the Neti®ngi-  attributes is an effective way to improve person re-id perfo
neering Research Center for Multimedia Software, the @ofative Innova- 1y ance - However, training new attribute detector needs mas-
tion Center of Geospatial Technology, and the Hubei Praairkey Labora- . . . .
tory of Multimedia and Network Communication Engineerituhan Uni- SV annotated samples, which are usually unavailableein th

versity. practical application. Consequently, we need to find a mietho

semantic attributes to supplement semantic attributes(2)n

1. INTRODUCTION
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which augments the original attribute vectors without athy a 2.2. Attribute Augmentation
ditional annotated samples. . . .
. . Given K person images, and thieth of them has a feature
Inspired by [21], we propose to augment semantic at?/ector ; € R? and a semantic attribute vectoy € R”. All
tribute vectors with non-semantic attributes, forming ariy 0 Ieﬁorm a feature data matik € RYK. Our 6al is
attribute representation. Compared to the robust but irsxp peop - € " goat!
. . . . . to augment a non-semantic pafe R™, forming a hybrid
sive semantic attributes, visual features are more exjgeess

Hence, we attempt to mine useful information from wsualatmbUte vector_(il, b;] for each per_son, where [] denotes
. . the concatenation of vectors. To this end, the medi&bden-
features, and generate non-semantic attributes.autoen- . . . ) .
coder [22] is adopted, which aims at augmenting semantic at-

22] model i which learn laten ; ; . - -
coder_ [. ] . odel is ad_opted, ch ‘eamns a _ate t Spacetnbute representation with non-semantic part. This mbodsl|
by minimizing the I.OSS in the recgnstructlon of input SPaC4ne following two characteristics: (1) information in theput
For our method, this model consists of two stepscoding feature vector is preserved in the reconstructed futureovec

and decoding. After attribute augmentation, as shown in as much as possible: (2) the non-semantic part in hvbrid at-
Fig.1(c) non-semantic attributes have effectivenesspplsu . P () . - P y
tribute vector is learned automatically instead of learbgd

ment semantic attribute vectors with more expression power o - . .
: A . - - classifiers. This is achieved by a two-layered construction
This augmented part is obtained by efficiently mining under-

exploited information from existing visual features, vath encoding layer and decoding layer. In the first layer, thistmo
anp more training samples g ' el encodes the input feature vector into hybrid attributetme
y mo g . ) . . which is composed of two parts: a known semantic part ob-
. Atm.b ute vectors are robust reflngd W.'th mOore EXPressive ined by existing methods and a non-semantic part learned
ﬂgf;?ggﬁ'f;ivggvliwg ?/r; ;gaai/u?g”vee)::ltsotrzsi?l:;%?SI from visual features by an encoding function. In the second
- + ESPeci: layer, we try to reconstruct feature vector from the joinotw
the feature descriptors that have not been exploited intthe a?arts in the hybrid attribute vector, which means that the-no

tr!bute augmentgtlo_n step. Based on this con5|derat|(_3n, emantic part only needs to encode the information that the
tribute aggregation is proposed to mine more expressive emantic part lacks. Consequently, we have found a simple
formation in traditional feature-based ranking list tothar s T L -
. ) . way to reveal the lacking expressive information in sentanti
improve the performance of hybrid attribute based method. attribute vector as non-semantic attribute

\tN.i r;?‘me :h;s_.e two steps 3bA framewor_k. dThe rfnelllln _ Encoding process.Firstly, each component of semantic
Can”hut;O.g Ott 'blst paper car; t'e s_ummarlzed ES a;’m%WSattribute vecton; is obtained from prediction of trained SVM
(1) A hy rd afiribute representation Is proposed by ttribute classifiers. An training image dataset is exptbit
augmentation, in which the representation performance

. . . train attribute classifiers, which consists of visualtfiea
attribute vectors can be developed with non-semantic Parectors extracted on samples, along with the pre-labeled at
(2) A refined ranking list is obtained by attribute aggregati :

in‘which the attribute-based King list i todh wit tributes contributed by [20]. Attribute will be labeled +ifLit
In whic € atlribute-based ranking list 1S aggregatedwi appears in the image, and -1 otherwise. For each kind of at-
traditional feature-based ranking list. Experiments cand

tribute, a linear SVM classifier is trained separately with t
ed on VIPeR [23] and PRID [24] datasets have shown th%oftware package Vlfeat [25]. Secondly, an encoding func-
effectiveness of the proposed method.

tion E encodes feature vectat, only for the non-semantic
attribute part as; = S(Wpx;) , whereWp € R™*% is the

2. OUR APPROACH augmentation matrix containing all the attribute augmisma
parametersS(z) = 1/(1 + exp(—=z)) is a sigmoid function
2.1. Overview which ensures values &f are in a range comparable to the
_ ) o a;. This process is shown as
An overview of our approach is shown in Fig.2. It can be lai, bi] = [as, E(z:)] = [ai, S(Wa:)] )

divided into two main parts: attribute augmentation and at-
tribute aggregation. The former aims at augmenting the orig

inal semantic attribute representation with non-semauatit Decoding processThe decoding functiod aims at re-

The modehutoencoder learns latent space by minimizing the constructing the image fo its original input feature spage
8rom hybrid attribute vectod;, b;]. This process is shown

loss in the reconstruction of input space, which is used t Eq.2 wheré is th tructi trix d d
generate non-semantic part in latent space, forming adiiybr%S 9.2, wheré IS the reconstruction matrix decomposed as

dxn dxm
attribute vector. After attribute augmentation, an attrd 4€R andUg € R )

based ranking list is obtained. The latter aims at refining it &i = D([as, bi]) = Ulas, bi] = Uaai + Upbi @
by aggregating expressive information in traditional fieat
based ranking list. The similarity ranking aggregationA$R Reconstruction loss. The reconstruction loss measures

method fully exploits the complementarity information of d the loss incurred in the reconstruction of input feature-vec
ifferent baseline methods for ranking aggregation, anetgen tors of all people, which can be used to guide the learning of
ates a refined ranking list. Wp andU. All people form a semantic attribute matrik €
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Fig. 2. An overview of the proposed method. In step of Attribute Aggitation, an augmentation mat#¥ g is generated which can be
used to produce a hybrid attribute vector. In step of Attiebiggregation, a refined ranking list is obtained.

R™*¥ and a non-semantic attribute matiie R™*K_ We  forms a refined ranking list. The method SRA [27] is adopted
use a squared error loss [26] as Eq.3, where Uy A+UgB  to realize attribute aggregation.

denotes the whole reconstruction representation¥ oénd For example, a traditional feature-based rankingiigtis
|||l denotes Frobenius norm of a matrix. generated, where the superscript indicates the rankirgr-ord
s. Meanwhile, after attribute augmentation, a attribLasen
Lp =Y |z —&|* =X - X|° (3)  ranking list RA is obtained. As the attribute aggregation il-

lustrated in Fig.2, the center is the probe while the nodes ar
Parameters Optimizationl M|n|m|z|ng Eq3 is a non- the galleries in ranking list based on two methods. For this
convex optimization problem. An alternating optimizatisn ~ Probe, strongly similar galleries are obtained from therint
adopted in our solution, which is optimizing one matrix at asection set of top-k results achieved by two methods, from
time while fixing the others. Concretely, when the matricesvhich images in attribute-based ranking list are firstlyesel
Wpg, Ug in Eq.3 are fixed, we obtain the closed form solu-€d, denoted a&... Then they are regarded as the new probes

tion for updating matrix,; by solving a ridge regression to requery by feature-based method, which leads to the gen-
problem: eration of the refined ranking list.

min || UsA+UgB - X ||*> +a || Ua |? (4)
Ua , , 3. EXPERIMENT
where« is the trade-off variables. And we did the same

asUp. After updatingUy4, Ug, Broyden-Fletcher-Goldfarb- The experiment settings are described as followsDétaset-
Shanno gradient descent method with |imited-mem0ry Varias_ As most existing person re-id researches d|d’ two pub_
tion (L-BFGS) is used for updating the matiiz. After the jicly representative datasets, the VIPeR dataset [23] hed t
convergence of objective function, we can get the final tssul prID [24] dataset are adopted to verify our approach. We

of Wg. choose these datasets as they provide many challenges faced
in practical surveillancei,.e., viewpoint, pose and illumina-
2.3. Attribute Aggregation tion changes, different backgrounds, occlusions, etc. The

VIPeR dataset contains 632 persons, each of which has two

After augmented with more expressive information in at-images normalized to 12848 pixels. The set of 632 image
tribute augmentation, attribute vectors are still much enor pairs were randomly split into two sets of 316 image pairs
low-dimensional compared to traditional visual feature-ve each, one for training, while the other one for testing. For
tors. Consequently, the feature-based ranking list costai the PRID dataset, 400 shots of the first 200 person from
much other useful expressive information attribute-basedach view of the single shot version are adopted to carry out
ranking list lacks. Base on these reasons, attribute aggregthe experiments. The images are scaled toxI&8 pixels.
tion is proposed to aggregate attribute-based rankingiibt  (2) Evaluation. Cumulative Matching Characteristic (CMC)
expressive information in traditional feature-based nagk curves [28] were used to calculate the average performance,
list. and the value of CMC@k indicates the percentage of the real

Concretely, for a strongly similar gallery to probe basedmatch ranked in the top k. The entire evaluation procedure
on hybrid attributes (appearing in top-k ranking list),tiis  was repeated 10 times. (Bgatures.In this paper, the Local
the strongly similar one based on traditional visual feegur Maximal Occurrence (LOMO) features [29] were extract-
as well, we push it forward in original ranking list, which ed to train the SVM semantic attribute classifiers. Prirlcipa

2998



CMC on VIPeR CMC on PRID CMC on VIPeR (m =60) CMC on PRID (m=230)

Matches

20 100 0 10 20 30 40 50
The number of non-semantic attributes The number of non-semantic attributes

@
Fig. 3. (a) Performances of hybrid attribute vectors augmentediffigrent number of non-semantic attributes on VIPeR and
PRID datasets. (b) The best attribute augmentation pedioceon VIPeR and PRID datasets.

CMC on VIPeR Table 1. Comparable results with the-state-of-the-art persor re-i
methods of CMC values (%) on VIPeR dataset.
Method rank@1 10 25 50
W. AIR [18] 17.40 50.84 74.44 86.44
SCN [19] 23.9 56.2 73.1 86.5
SCNCD [31] 20.7 60.6 79.1  90.4
o eSDC-ocsvm [32] 26.7 62.4 - -
ze * LADF [33] 135  56.01 79.64 9251
Fig. 4. Attribute aggregation performance on VIPeR dataset. KISSME [30] 19.6 622 807 918
Z.Shi, etal. [34] 31.1 828 94.9 -
component analysis was applied to reduce the feature dimen- Ilnr?ﬁrrc())vgc(lj ,\'?'fgg_ [[22]] 4313'2; gg'gi gg'gg -
. . . V . . . -
sionality to 400 for VIPeR and 125 for PRID. (A}tributes. . 1411 8351 93099 9590

The semantic attributes we adopted were derived from PEdes

Trian Attribute (PETA) dataset [20]. This dataset contdifis brid attrib i0.3(b) sh il
types of attributes. Since some of the attributes rarelyapp rid attribute vectors. From Fig.3(b) shows a similar tareje

we selected 35 types of attributes for VIPeR dataset, such &' the PRID dataset. (2) Attribute aggregation is satfejyi
"personalFemale”, "personLess30", "carryingbackpadidr As |IlustraFed in our experiments shown in the Fig.4, _t_he re-
the PRID dataset, we selected 14 types of common semanfif€d ranking list is better than the feature-based rankstg |

attributes. (5Metrics. For better measuring the augmentedFurthermore’ Table.1 s_ummarizes the comparison resutis wi
attribute vector similarity as well, KISSME [30] is adopted the state-of-the-art re-id methods on the widely used VIPeR

in which a Mahalanobis distance metric mathif is learned dataset. This table shows that our method achieves the best

for computing the distance between the attribute vectord€rformance compared with the state-of-the-art methods.

Meanwhile, the Quadratic Discriminant Analysis (XQDA)
method [29] was utilized to learn a metric matr{; used 4. CONCLUSION
for distance measure between traditional feature vectors.

The results are shown in Fig.3 and Fig.4. Several conln this paper, we address person re-identification probliem v
clusions can be drawn as follows. (1) The number of nonattribute augmentation and aggregation. A hybrid attebut
semantic attributes is a key parameter affecting the @ffect representation is proposed by attribute augmentation,aand
ness of attribute augmentation. With non-semantic atieipu refined ranking list is then proposed by attribute aggregati
augmented increasing, we compared CMC@1,5,10 betwedpxtensive experiments show the superiority of our proposed
semantic attribute vectors and hybrid attribute vectospee- ~ framework.
tively. Concretely, as shown in Fig.3(a) for the VIPeR, at-
tribute augmentation shows only minute improvements over 5. ACKNOWLEDGMENT
semantic attribute representation when augmenting with s-
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