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ABSTRACT

Person re-identification is a key technique to match person
images captured in non-overlappingcamera views. Due to the
sensitivity of low-level visual features to viewpoint change, s-
cale zooming and illumination variation, high-level semantic
attributes, more stable to the environmental change, begins to
be investigated to improve the robustness of the representa-
tion. However, confusions may occur caused by the limited
expression ability of coarse-grained semantic attributes. To
explore the attribute value, we introduce a new framework in-
cluding two steps: (1) attribute augmentation, by mining non-
semantic attributes to supplement semantic attributes, and (2)
attribute aggregation, by merging attribute-based ranking re-
sults into traditional feature-based ranking results. Experi-
ments conducted on public datasets have validated the effec-
tiveness of the proposed framework.

Index Terms— person re-identification, non-semantic at-
tributes, attribute augmentation, attribute aggregation

1. INTRODUCTION

Person re-identification (re-id) is a task of matching persons
across non-overlappingcamera views [1]. Treated as a special
image retrieval problem, re-id is attracting increasing atten-
tions in the field of signal processing [2–4]. Relevant works
can be generally categorized into two classes: metric learn-
ing and feature representation. The former emphasizes on
seeking a proper measure to reflect the identity consistencya-
mong person images [5–7]. The latter aims at constructing ex-
pressive and robust feature descriptions [8–12]. Most of fea-
ture representation approaches have relied on low-level visual
features [8], which are expressive but sensitive to viewpoint
change, scale zooming and illumination variation [13–17].In
comparison, sematic attribute based vectors are relatively ro-
bust to person’s appearance change [18]. To this end, some
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Fig. 1. (a) Tendency of average number of confused persons in clas-
sification with increase semantic attributes used, which are from [18]
denoted as (a1, .., a15), such as ”shorts”, ”backpack”, ”long-hair”
and so on. (b) An example of 4 confused persons in classifica-
tion. (c) A hybrid representation augmented by a non-semantic part
(b1, .., b3).

researchers start to investigate how to improve image repre-
sentation with semantic attributes: Ryan Layneet al. [18] pro-
posed to learn a selection and weighting of mid-level seman-
tic attributes to describe people appearance. Cheng-Hao Kuo
et al. [19] applied semantic color names to describe a person
image. Yubin Denget al. [20] released a new pedestrian at-
tribute dataset, which is by far the largest and most diverseof
its kind.

However, two characteristics for person re-identification
task were ignored by these semantic attribute based approach-
es: (1)Coarse-grained. Such semantic attributes used for
person re-identification is pre-defined, whose quantity is far
from sufficient in forming a expressive space. Take Fig.1(b)
as an example, 15 semantic attributes, proposed by [18], are
used to represent person appearance. Even with all the ground
truth semantic attributes, some persons still share the same
attribute vectors, leading to a theoretically indistinguishable
result. (2)Samples-deficiency.As shown in Fig.1(a), with
the increase number of attributes used, the average number of
confused persons decreases. Therefore, enriching semantic
attributes is an effective way to improve person re-id perfor-
mance. However, training new attribute detector needs mas-
sive annotated samples, which are usually unavailable in the
practical application. Consequently, we need to find a method
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which augments the original attribute vectors without any ad-
ditional annotated samples.

Inspired by [21], we propose to augment semantic at-
tribute vectors with non-semantic attributes, forming a hybrid
attribute representation. Compared to the robust but inexpres-
sive semantic attributes, visual features are more expressive.
Hence, we attempt to mine useful information from visual
features, and generate non-semantic attributes. Anautoen-
coder [22] model is adopted, which learns a latent space
by minimizing the loss in the reconstruction of input space.
For our method, this model consists of two steps:encoding
and decoding. After attribute augmentation, as shown in
Fig.1(c) non-semantic attributes have effectiveness to supple-
ment semantic attribute vectors with more expression power.
This augmented part is obtained by efficiently mining under-
exploited information from existing visual features, without
any more training samples.

Attribute vectors are robust refined with more expressive
dimensions. However, there may still exist useful expressive
information for the low-level feature vectors, especiallyfor
the feature descriptors that have not been exploited in the at-
tribute augmentation step. Based on this consideration, at-
tribute aggregation is proposed to mine more expressive in-
formation in traditional feature-based ranking list to further
improve the performance of hybrid attribute based method.

We name these two steps as3A framework. The main
contribution of this paper can be summarized as follows:
(1) A hybrid attribute representation is proposed by attribute
augmentation, in which the representation performance of
attribute vectors can be developed with non-semantic part.
(2) A refined ranking list is obtained by attribute aggregation,
in which the attribute-based ranking list is aggregated with
traditional feature-based ranking list. Experiments conduct-
ed on VIPeR [23] and PRID [24] datasets have shown the
effectiveness of the proposed method.

2. OUR APPROACH

2.1. Overview

An overview of our approach is shown in Fig.2. It can be
divided into two main parts: attribute augmentation and at-
tribute aggregation. The former aims at augmenting the orig-
inal semantic attribute representation with non-semanticpart.
The modelautoencoder learns latent space by minimizing the
loss in the reconstruction of input space, which is used to
generate non-semantic part in latent space, forming a hybrid
attribute vector. After attribute augmentation, an attribute-
based ranking list is obtained. The latter aims at refining it
by aggregating expressive information in traditional feature-
based ranking list. The similarity ranking aggregation (SRA)
method fully exploits the complementarity information of d-
ifferent baseline methods for ranking aggregation, and gener-
ates a refined ranking list.

2.2. Attribute Augmentation

GivenK person images, and thei-th of them has a feature
vectorxi ∈ R

d and a semantic attribute vectorai ∈ R
n. All

people form a feature data matrixX ∈ R
d×K . Our goal is

to augment a non-semantic partbi∈ R
m, forming a hybrid

attribute vector [ai, bi] for each person, where [.] denotes
the concatenation of vectors. To this end, the modelautoen-
coder [22] is adopted, which aims at augmenting semantic at-
tribute representation with non-semantic part. This modelhas
the following two characteristics: (1) information in the input
feature vector is preserved in the reconstructed future vector
as much as possible; (2) the non-semantic part in hybrid at-
tribute vector is learned automatically instead of learnedby
classifiers. This is achieved by a two-layered construction:
encoding layer and decoding layer. In the first layer, this mod-
el encodes the input feature vector into hybrid attribute vector,
which is composed of two parts: a known semantic part ob-
tained by existing methods and a non-semantic part learned
from visual features by an encoding function. In the second
layer, we try to reconstruct feature vector from the joint two
parts in the hybrid attribute vector, which means that the non-
semantic part only needs to encode the information that the
semantic part lacks. Consequently, we have found a simple
way to reveal the lacking expressive information in semantic
attribute vector as non-semantic attribute.

Encoding process.Firstly, each component of semantic
attribute vectorai is obtained from prediction of trained SVM
attribute classifiers. An training image dataset is exploited
to train attribute classifiers, which consists of visual feature
vectors extracted on samples, along with the pre-labeled at-
tributes contributed by [20]. Attribute will be labeled +1,if it
appears in the image, and -1 otherwise. For each kind of at-
tribute, a linear SVM classifier is trained separately with the
software package Vlfeat [25]. Secondly, an encoding func-
tion E encodes feature vectorxi only for the non-semantic
attribute part asbi = S(WBxi) , whereWB ∈ R

m×d is the
augmentation matrix containing all the attribute augmentation
parameters,S(z) = 1/(1 + exp(−z)) is a sigmoid function
which ensures values ofbi are in a range comparable to the
ai. This process is shown as

[ai, bi] = [ai, E(xi)] = [ai, S(WBxi)] (1)

Decoding process.The decoding functionD aims at re-
constructing the image to its original input feature spacexi

from hybrid attribute vector[ai, bi]. This process is shown
as Eq.2, whereU is the reconstruction matrix decomposed as
UA ∈ R

d×n andUB ∈ R
d×m.

x̂i = D([ai, bi]) = U [ai, bi] = UAai + UBbi (2)

Reconstruction loss.The reconstruction loss measures
the loss incurred in the reconstruction of input feature vec-
tors of all people, which can be used to guide the learning of
WB andU . All people form a semantic attribute matrixA ∈
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Fig. 2. An overview of the proposed method. In step of Attribute Augmentation, an augmentation matrixWB is generated which can be
used to produce a hybrid attribute vector. In step of Attribute Aggregation, a refined ranking list is obtained.

R
n×K and a non-semantic attribute matrixB∈ R

m×K . We
use a squared error loss [26] as Eq.3, whereX̂ = UAA+UBB
denotes the whole reconstruction representations ofX , and
‖.‖ denotes Frobenius norm of a matrix.

LR =

K∑

i=1

‖xi − x̂i‖
2 = ‖X − X̂‖2 (3)

Parameters Optimization. Minimizing Eq.3 is a non-
convex optimization problem. An alternating optimizationis
adopted in our solution, which is optimizing one matrix at a
time while fixing the others. Concretely, when the matrices
WB, UB in Eq.3 are fixed, we obtain the closed form solu-
tion for updating matrixUA by solving a ridge regression
problem:

min
UA

‖ UAA+ UBB −X ‖2 +α ‖ UA ‖2 (4)

whereα is the trade-off variables. And we did the same
asUB. After updatingUA, UB, Broyden-Fletcher-Goldfarb-
Shanno gradient descent method with limited-memory varia-
tion (L-BFGS) is used for updating the matrixWB. After the
convergence of objective function, we can get the final results
of WB .

2.3. Attribute Aggregation

After augmented with more expressive information in at-
tribute augmentation, attribute vectors are still much more
low-dimensional compared to traditional visual feature vec-
tors. Consequently, the feature-based ranking list contains
much other useful expressive information attribute-based
ranking list lacks. Base on these reasons, attribute aggrega-
tion is proposed to aggregate attribute-based ranking listwith
expressive information in traditional feature-based ranking
list.

Concretely, for a strongly similar gallery to probe based
on hybrid attributes (appearing in top-k ranking list), if it is
the strongly similar one based on traditional visual features
as well, we push it forward in original ranking list, which

forms a refined ranking list. The method SRA [27] is adopted
to realize attribute aggregation.

For example, a traditional feature-based ranking listRF is
generated, where the superscript indicates the ranking order-
s. Meanwhile, after attribute augmentation, a attribute-based
ranking listRA is obtained. As the attribute aggregation il-
lustrated in Fig.2, the center is the probe while the nodes are
the galleries in ranking list based on two methods. For this
probe, strongly similar galleries are obtained from the inter-
section set of top-k results achieved by two methods, from
which images in attribute-based ranking list are firstly select-
ed, denoted asR+. Then they are regarded as the new probes
to requery by feature-based method, which leads to the gen-
eration of the refined ranking list.

3. EXPERIMENT

The experiment settings are described as follows. (1)Dataset-
s. As most existing person re-id researches did, two pub-
licly representative datasets, the VIPeR dataset [23] and the
PRID [24] dataset are adopted to verify our approach. We
choose these datasets as they provide many challenges faced
in practical surveillance,i.e., viewpoint, pose and illumina-
tion changes, different backgrounds, occlusions, etc. The
VIPeR dataset contains 632 persons, each of which has two
images normalized to 128×48 pixels. The set of 632 image
pairs were randomly split into two sets of 316 image pairs
each, one for training, while the other one for testing. For
the PRID dataset, 400 shots of the first 200 person from
each view of the single shot version are adopted to carry out
the experiments. The images are scaled to 128×64 pixels.
(2) Evaluation. Cumulative Matching Characteristic (CMC)
curves [28] were used to calculate the average performance,
and the value of CMC@k indicates the percentage of the real
match ranked in the top k. The entire evaluation procedure
was repeated 10 times. (3)Features.In this paper, the Local
Maximal Occurrence (LOMO) features [29] were extract-
ed to train the SVM semantic attribute classifiers. Principal
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Fig. 3. (a) Performances of hybrid attribute vectors augmented bydifferent number of non-semantic attributes on VIPeR and
PRID datasets. (b) The best attribute augmentation performance on VIPeR and PRID datasets.

12 5 10 25 50
0

0.2

0.4

0.6

0.8

1
CMC on VIPeR

M
at

ch
es

Rank

 

 

feature−based ranking list
refined ranking list

Fig. 4. Attribute aggregation performance on VIPeR dataset.

component analysis was applied to reduce the feature dimen-
sionality to 400 for VIPeR and 125 for PRID. (4)Attributes.
The semantic attributes we adopted were derived from PEdes-
Trian Attribute (PETA) dataset [20]. This dataset contains61
types of attributes. Since some of the attributes rarely appear,
we selected 35 types of attributes for VIPeR dataset, such as
”personalFemale”, ”personLess30”, ”carryingbackpack”.For
the PRID dataset, we selected 14 types of common semantic
attributes. (5)Metrics. For better measuring the augmented
attribute vector similarity as well, KISSME [30] is adopted,
in which a Mahalanobis distance metric matrixMa is learned
for computing the distance between the attribute vectors.
Meanwhile, the Quadratic Discriminant Analysis (XQDA)
method [29] was utilized to learn a metric matrixMf used
for distance measure between traditional feature vectors.

The results are shown in Fig.3 and Fig.4. Several con-
clusions can be drawn as follows. (1) The number of non-
semantic attributes is a key parameter affecting the effective-
ness of attribute augmentation. With non-semantic attributes
augmented increasing, we compared CMC@1,5,10 between
semantic attribute vectors and hybrid attribute vectors respec-
tively. Concretely, as shown in Fig.3(a) for the VIPeR, at-
tribute augmentation shows only minute improvements over
semantic attribute representation when augmenting with s-
mall dimensions, such asm = 20 or 40. We consider the
reason is that the expression power of small additional dimen-
sions is overwhelmed by the strong semantic prior. Whereas
augmented with higher dimensionsm = 60, hybrid attribute
vectors becomes clearly better in comparison to the seman-
tic attribute representation. When augmenting with too large
dimensions, such asm = 80 or 100, too much redundan-
t information in non-semantic attributes leads to sensitivity,
which worsens the whole representation performance of hy-

Table 1. Comparable results with the-state-of-the-art person re-id
methods of CMC values (%) on VIPeR dataset.

Method rank@1 10 25 50
W. AIR [18] 17.40 50.84 74.44 86.44

SCN [19] 23.9 56.2 73.1 86.5
SCNCD [31] 20.7 60.6 79.1 90.4

eSDC-ocsvm [32] 26.7 62.4 - -
LADF [33] 13.5 56.01 79.64 92.51

KISSME [30] 19.6 62.2 80.7 91.8
Z.Shi, et al. [34] 31.1 82.8 94.9 -

Improved Deep [35] 34.81 75.63 84.49 -
Improved NFST [36] 42.28 82.94 92.06 -

Ours 44.11 83.51 93.99 98.29

brid attribute vectors. From Fig.3(b) shows a similar tendency
for the PRID dataset. (2) Attribute aggregation is satisfying.
As illustrated in our experiments shown in the Fig.4, the re-
fined ranking list is better than the feature-based ranking list.
Furthermore, Table.1 summarizes the comparison results with
the state-of-the-art re-id methods on the widely used VIPeR
dataset. This table shows that our method achieves the best
performance compared with the state-of-the-art methods.

4. CONCLUSION

In this paper, we address person re-identification problem via
attribute augmentation and aggregation. A hybrid attribute
representation is proposed by attribute augmentation, anda
refined ranking list is then proposed by attribute aggregation.
Extensive experiments show the superiority of our proposed
framework.
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