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ABSTRACT

Convolution neural network (CNN) has been shown as one of
state-of-the-art approaches for learning face representations.
However, previous works only utilized identity information
instead of leveraging human attributes (e.g., gender and age)
which contain high-level semantic meaning. In this work, we
aim to incorporate identity and human attributes in learning
discriminative face representations through multi-task learn-
ing. In our experiments, we learn face representation by using
the largest publicly face dataset CASIA-WebFace with gender
and age labels, and then evaluate learned features on widely-
used LFW benchmark for face verification and identification.
We also compare the effectiveness of different attributes for
improving face identification. The results show that the pro-
posed model outperforms the baseline CNN method without
using multi-task learning and hand-crafted features such as
high-dimensional LBP. We also do experiments on gender and
age estimation on Adience benchmark to demonstrate that hu-
man attribute prediction can also benefit from the proposed
multi-task representation learning.

Index Terms— Face representation, multi-task learning,
human attribute

1. INTRODUCTION

Face recognition has seen significant improvements recently
using deep learning. Most works focus on face verification
tasks, that usually only utilize identity information to learn
face representations. However, with the advanced technology
of human attribute detection, we also noticed that face recog-
nition and human attributes are correlated and could comple-
ment each other. In Figure 1, we provide a multi-task learning
framework by incorporating high-level human attributes with
CNN method to learn more semantic face representations. A
similar idea is proposed in [1] using fisher vectors with at-
tributes for large-scale image retrieval, but they use early fu-
sion to combine attribute scores and did not address face rep-
resentations. There are other methods that leverage human
attributes to achieve promising results in the fields including
face verification [2], face identification [3], large scale face
retrieval [4], but these work mainly use hand-crafted features

Fig. 1. We aim to learn discriminative features by incorporat-
ing high-level human attributes to improve face identification
in the CNN framework. In a multi-tasking setup, we also ex-
ploit identity information to improve human attribute detec-
tion.

while our work can take advantage of the powerful represen-
tations in the CNN framework.

Face recognition could be referred to two types of tasks,
face verification and face identification. The protocol of face
verification is to decide whether two images are the same per-
son or not. Current state-of-the-art methods achieve nearly
or even outperform human recognition ability. However, face
identification is still an unsolved problem. In [5], face iden-
tification is proved to be a more difficult problem than face
verification. The goal of face identification is to identify a
query image and retrieve the subject rank list from a gallery
database. There are very large gallery database with labeled
identities, and the scale of classes may reach up to millions
or more. To make the retrieval results more precise, dis-
criminating the subtle difference across the subjects in gallery
database is important and critical. In this work, we argue that
learning more discriminative features by leveraging attribute
information makes face identification more precise and effi-
cient in CNN framework.

Our main contributions are to propose a multi-task learn-
ing model that (1) first utilizes the human attributes to im-
prove face identification and in return (2) improve attribute
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Fig. 2. Illustration of our CNN architecture. The shared features would be the input of multiple loss layers to classify human
attributes and human identity. By utilizing the regularized multiple loss function, we can learn better representations for face
identification and attribute detection.

detection by taking the advantages of rich identities incorpo-
rated in the same model.

2. RELATED WORK

Face verification using CNN features [6] has been shown out-
performing most hand-crafted features. The current results
in LFW benchmark are even approaching to human recogni-
tion ability. However, these models did not utilize attributes
which have strongly correlated with face identification. Tra-
ditional methods have the similar idea for image retrieval [1],
but do not specifically address human attributes that are spe-
cial and can provide high-level semantic information (e.g.,
gender, race, and age) to understand an identity. Unlike the
traditional methods, our features are learned from CNN-based
model by incorporating face identity and attributes instead of
hand-crafted face features such as high-dimensional LBP.

Predicting facial attributes from faces in the wild is also
challenging due to the lighting and pose variations. Tradi-
tional methods usually extract hand-crafted features at pre-
defined landmarks for the specific attribute recognition [7, 8,
9]. Recently, many researchers have used deep learning to
achieve great success in this field. For gender esitmation, the
authors conducted experiments on LFW benchmark by means
of LBP features with an AdaBoost classifier [10]. In [11],
Gil et al. did experiments with CNN on Adience benchmark
which contains face images in an unconstrained environment
collected by [12]. For age estimation, early methods are based
on localizing facial landmarks and then extracting features to
analyze ratios and measure wrinkles [13]. Some researchers
represent the age process as a subspace [14] or a manifold
[15] to estimate accurate age. The aforementioned methods
require input images to be well-aligned, thus they conducted
experiments on images that were taken under constrained en-
vironments. Our main goal is designing a CNN framework
exploiting both identities and attributes to improve the per-
formance of each task. We also investigate whether abundant
identity information also helps attribute estimation.

Multi-task learning has proven effective in many com-
puter vision problems. The multi-task strategy avoids the

complex architecture and can leverage large amount of cross-
task data. It is also expected to improve the performance be-
cause of the additional information. Facial landmark detec-
tion can also utilize some specific face expression related at-
tributes. In [16], it uses more complicated multi-task learning
with early stopping, but also learns a common features from
CNN. That also motivates us to incorporate human attributes
to multi-task learning and make use of rich attributes to learn
face representations.

We will introduce the details of our method in Section
3. The experimental results are discussed in Section 4 and
followed by the conclusion in Section 5.

3. PROPOSED METHOD

Our main concept of the proposed method is to embed the hu-
man attribute information into face representations. This net-
work combines several useful and important characteristics,
including very deep architecture, low dimensional represen-
tation and small filters. In this section, we will first describe
the network structure we use in this paper. Next, we brief
multi-task learning, and formulation of loss functions using
in CNN model.

3.1. CNN Structure

Figure 2 illustrates our framework. The basic component of
our model exploits very deep architecture and do not have
fully connected layers. The proposed network includes 10
convolutional layers, 5 pooling layers, and fully connected
output layers that map to different tasks. Instead of using
many fully connected layer, We replace them with small fil-
ters to lower the complexity and parameters of CNN model
and still achieve high performance. The size of all convo-
lutional filters are 3 × 3, and each of convolutional layer is
followed by ReLU and Normalization. Except pool5, all the
pooling layers are max pooling. In the training stage, we use
multiple loss functions to regularize pool5, and make the face
representation embedded with semantic meaning in human at-
tributes. We extract pool5 as the features of face images for
face identification and verification.
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3.2. Multi-task Learning

Instead of training on identity then fine-tuning by attributes,
we make use of multiple loss function by multi-task learning.
These ideas also decrease the needed size of dataset and re-
duce the computation efforts. In general, multi-task learning
seek to improve the performance of multiple related tasks by
learning them jointly. In this paper, we have one main task
for identities, and two human attribute detection tasks. The
weights of different tasks are different, so we set each task
with distinct λ by cross validation. As a result, our loss func-
tion can be written as∑

wt

λtL(yt, (xti;w
t)) +R(wt) (1)

3.3. Training and Testing

Initialization. The network is trained from scratch using
CASIA-WebFace, and all filters are initialized with random
values from a zero mean Gaussian with standard deviation of
0.01. The learning rate is set to 0.01 at first 10,000 iteration
and decreases gradually. For every images, we perform align-
ment with the height of eyes, then resize to 100 × 100. We
train images with RGB channel because the color is highly
related to human attributes. The corresponding output label
of an input image is binary for gender and spans three classes
for age separately because of limited by the lack of dataset
with enough amount of images with identity and accurate age
label.
Training. We only use CASIA-WebFace dataset to train from
scratch without fine-tuning by any other external datasets. In-
put images are first aligned with eyes and scaled to 100 ×
100. We also mirror images to augment the dataset and im-
prove robustness of our model. All the color channels are
processed directly by the network as we need to learn human
attributes which are related to RGB. To avoid overfitting, we
apply dropout learning after pool5, and the dropout ratio is 0.5
(50% chance of setting a neuron’s output value to zero). Fi-
nally, the learning rate decreases gradually from 0.01 to avoid
falling to local minima.
Testing. In the testing stage, we introduce two benchmarks
to evaluate our proposed method. We focus on Closed Set
Identification protocol proposed in [5] based on LFW bench-
mark to evaluate face identification. In gender and age estima-
tion tasks, we evaluate gender and age estimation on Adience
Benchmark with single-task learning and multi-task learning
for comparison.

4. EXPERIMENTS

We use CASIA-WebFace dataset as the training and test-
ing data. To get the groundtruth gender and age attributes
of the dataset, we first crawled the information on IMDb
celebrity profiles to get the gender information of images in

CASIA-WebFace. We also used multi-class CNN classifiers
to detect the age information of face images in CASIA-
WebFace and corrected some obviously wrong labels by
human efforts. Second, we train a multi-task CNN model on
CASIA-WebFace with identity and attribute labels to learn
the face representation.

4.1. Dataset

CASIA-WebFace. CASIA-WebFace [17], the largest pub-
lic face dataset, has 10575 subjects and 494,414 face images
crawled from IMDb photo gallery. Actually, this dataset con-
tains only identity labels, thus we make the use of identities to
collect gender information from internet and IMDb. We use
about 40k images for training CNN model and the remaining
images for validation.
LFW. LFW [18, 19] is commonly used to evaluate and re-
port the performance of face verification. This benchmark
consists of 13,323 web photos of 5,749 celebrities. We con-
ducted experiments on Closed Set Identification proposed in
[5]. In closed set identification, the 596 subjects who have at
least two images in the LFW are used as gallery set. Only
one frontal face image per subject is placed in the gallery,
and the remaining images are used as probes (same as query
database). The gallery set is further extend to 4,249 identities
by adding 3,653 subjects with only a single image in LFW.
As a result, all probe faces have a true match in the gallery.
Adience Benchmark. Adience benchmark [12] consists of
roughly 26K images of 2,284 subjects, and most images have
correspondent age and gender information labeled by human
efforts. We follow the training and testing protocol in [12, 11]
to evaluate the performance of our proposed method.

4.2. Results on Face Recognition

Table 1 presents our results for face verification and face
identification on closed set, and we compare with high-
dimensional LBP features and CNN baseline model which
is trained without any attribute. Although our CNN baseline
model and high dimensional LBP have achieved 93% in face
verification, the results in face identification are not as good
as those in face verification. For multi-task learning (denoted
as MTL in the following section) with gender, we found that
the rank-1 performance increased by 5% than baseline CNN,
and the overall results are better than LBP and the baseline
model. The performance of MTL with age are better than
baseline model and high dimensional LBP too. In summary,
face verification and identification can benefit from incorpo-
rating human attributes into training. The results show that
we can achieve better performance in face verification and
identification by utilizing multi-task learning with human
attributes.
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Fig. 3. The correct results of age classification for each age group. Although some samples are blurry or wearing glasses, we
can recognize it correctly.

Table 1. The proposed method increases by 3% with the help
by gender attribute, and 1% with the help by age attribute.
Performance is measured in terms of the verification accuracy
(%) under restricted protocol, and Rank-1 accuracy (%) on
Closed Set. Please see details in Section 4.2.

Method Rank 1 Rank 10 Rank 100 Verification
LBP 26.9 42.4 63.3 93.18

Baseline 47.9 76.8 91.7 93.06
(w/o attribute)

MTL 50.8 76.9 92.7 93.66
(with gender)

MTL 48.6 76.3 92.2 93.48
(with age)

Table 2. Gender estimation results on Adience benchmark.
Our proposed method is superior to the prior works.

Method Accuracy
LBP in [12] 76.1
LBP in [20] 79.3
CNN in [11] 86.8

STL on gender (w/ finetuning) 87.5
MTL (w/o finetuning) 83.6
MTL (w/ finetuning) 89.1

Table 3. Age estimation results on Adience benchmark. Our
proposed method is the best comparing to the prior works.

Method Accuracy 1-off Age Accuracy
LBP in [20] 45.1 79.3
CNN in [11] 50.7 84.8
STL on age 52.1 85.1

(w/ finetuning)
MTL 52.6 86.7

(w/ finetuning)

4.3. Results on Gender and Age Estimation

In this section, we evaluate whether identity information also
improves the gender and age classification. In Table 2 and Ta-
ble 3, we show the results of our proposed model comparing
with hand-crafted feature [20, 12] and a baseline CNN based
method [11]. We also compare the difference between single-
task learning (denoted as STL in the following section) model
and MTL model.

For gender estimation, our MTL model without finetuning
on Adience Benchmark achieves comparably results compare
to the baseline CNN model [11], an AlexNet-like CNN. After
finetuning on Adience benchmark, our performance increase
roughly 2% than STL model and 3% than the baseline CNN
model. The result of MTL model with finetuning achieves the
best performance on Adience benchmark.

For age estimation, we finetune our MTL model on Adi-
ence bechmark because the number of age groups is different.
In this dataset, there are about 20,000 images categorized into
8 age groups. We also provide the result of STL model com-
pare to MTL model. The results in Fig. 3 show that even
blurry photos or samples with glasses, we can estimate them
correctly. Our proposed method also achieves better accuracy
than hand-crafted features and the baseline CNN based model
[11]. The MTL model also increase 1% accuracy compared
to the STL model.

5. CONCLUSIONS

In this work, we propose a multi-task learning strategy to
embed attribute information into face representations. We
demonstrate that the face identification and verification can
benefit from the incorporated attributes. Besides, we also
demonstrate the improvement of attribute estimation with the
help of identity information. In the future, we may collect
more data to reduce the bias of CASIA-WebFace dataset. To
discuss the relation between face recognition and attribute es-
timation, we want to introduce more attributes such as the
style of hair and its color, the characteristic of skin color, eye-
brow, lips, and so on into our experiments.
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