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ABSTRACT

Neural word vector (NWV) such as word2vec is a power-
ful text representation tool that can encode extensive semantic
information into compact vectors. This ability poses an inter-
esting question in relation to image processing research – Can
we learn better semantic image features from NWVs? We
empirically explore this question in the context of semantic
content-based image retrieval (CBIR). In this paper, we con-
sider cross-modal transfer learning (CMT) to improve initial
convolutional neural network (CNN) image features by us-
ing NWVs. We first show that NWVs can improve semantic
CBIR performance compared to classical word vectors, even
if it is with simple CMT models, i.e., canonical correlation
analysis (CCA). Next, inspired by a characteristic property of
NWVs, we propose a new CMT model and demonstrate that
it can improve CBIR performance even further.

Index Terms— image retrieval, cross-modal transfer,
word vector

1. INTRODUCTION

Media processing is in a new era with the recent revival of
neural representation learning. Convolutional neural net-
works (CNNs) have been breaking record after record in the
ImageNet competition series [1, 2, 3], and deep neural net-
works are now essential tools for speech recognition [4]. In
the field of natural language processing, neural word vectors
(NWVs) such as word2vec [5] have gained much attention
recently. Our focus in this paper is the application of NWVs
to semantic content-based image retrieval (CBIR) problems.

NWVs have been proven that they can capture semanti-
cally richer information of text data, compared with classi-
cal ones like singular value decomposition (SVD). In particu-
lar, NWVs have a surprising property called additive com-
positionality; basic algebraic operations on vectors can re-
cover semantic relationships of words, e.g., vec(“Berlin”) −
vec(“Germany”) + vec(“France”) ≈ vec(“Paris”) [5]. Driven
by this observation, researchers have started exploring appli-
cations of NWVs to image processing problems such as im-
age captioning [6]. However, its application to CBIR remains
almost untouched, even though it is a central topic in the im-
age processing field. Several studies propose to apply CNN

features to CBIR tasks [7, 8], but application of NWVs has not
yet been investigated very well, as far as we know. Rich se-
mantic information carried by text data may be useful to guide
learning of image features, and it is expected to be much more
effective when the texts are represented by NWVs.

This motivates us to investigate leveraging NWVs for im-
age feature learning for CBIR tasks. We specifically consider
cross-modal transfer learning (CMT) [9, 10] in this paper; as-
suming that a set of images and their associated texts rep-
resented by NWVs are available only in the offline training
stage (but not in the online test stage), we consider learning a
new image feature by leveraging the image-text correlations.
A few recent papers study similar CMT problems. However,
most of them assume that there exist additional supervised re-
sources such as a large collection of weakly labeled images
[11] or object detectors [12], which may not always be avail-
able. Our focus is on a pure unsupervised scenario where im-
ages and texts are not associated with any supervised labels.

Our contributions of this paper can be summarized as fol-
lows. (i) We demonstrate that NWVs can train better image
features for CBIR compared with SVD, even when simple
CMT models such as canonical correlation analysis (CCA) or
kernel CCA (KCCA) are used. (ii) We propose a new CMT
model to improve CBIR performance even further. The new
model is inspired by the additive compositionality of NWVs
and is designed to discover a new image feature space that
preserves the subspace structure of the NWV space. Experi-
ments show that our model can improve CBIR performance.

2. PROTOCOL

We first describe the evaluation protocol used throughout this
paper. The task of CBIR is to retrieve semantically relevant
images to a given image query based on the image feature
similarity. Note that text data is available only in the training
stage, but not in the test (retrieval) stage. We use the following
two popular datasets, each consisting of image-text pairs and
semantic labels as ground truth.

Wiki [13] consists of 2, 866 image-text pairs on 10 topics.
We follow the public training/test split which leads to 2, 173
training and 693 test samples.

MSCOCO [14] contains 120K images of 80 types of objects
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Table 1. CBIR performance in terms of mAP of the initial
image representations. Numbers with rightarrows are dimen-
sions after PCA.

Wiki
Dim. Org. → 256 → 128 → 64 → 32 → 16

FV 0.156 0.156 0.156 0.157 0.157 0.158
AlexNet 0.175 0.194 0.196 0.198 0.203 0.201
VGG 0.197 0.200 0.204 0.208 0.217 0.223

MSCOCO
Dim. Org. → 256 → 128 → 64 → 32 → 16

FV 0.396 0.397 0.396 0.394 0.392 0.390
AlexNet 0.455 0.476 0.482 0.485 0.484 0.479
VGG 0.525 0.544 0.549 0.554 0.556 0.545

and associated short texts. We randomly extract 10K image-
text pairs from the 80K “training” images for training and use
40K “validation” images for test.

As in [13], we use normalized correlation (cosine similar-
ity) to measure the similarities between image features. Re-
trieval performance is evaluated by using mean average pre-
cision (mAP). In MSCOCO, since one or more of the labels
are possibly assigned to one image, we judge the retrieval to
be successful iff the retrieved image has at least one label in
common with the query image.

Initial image features. We consistently use 4, 096-dimensional
CNN features extracted from fc6 layer of the VGG network
with 19-layers [15] pre-trained on the ILSVRC dataset. As
shown in Table 1, we found that this VGG feature is higher
in CBIR performance than other competitors that are com-
monly used, including AlexNet fc6 features [1] and 32K-
dimensional Fisher Vectors (FV) [16]. We also found that
performance is improved by applying a PCA dimensionality
reduction to the VGG features. This may be because the
distributions of the pre-trained features are adapted to the tar-
get dataset through PCA. We hereafter use the VGG feature
reduced to 64-dimensions as our initial image representation.

Word vectors. Among various word vectors, we choose one
popular classical method, SVD, and two major NWVs, i.e.,
skip-gram with negative sampling (SGNS) [5] and GloVe
[17]. We train each type of word vector using 1M short texts
in SBU1M dataset [18]. As for SVD, we construct a positive
pointwise mutual information matrix and then obtain 300-
dimensional word vectors by SVD. For SGNS and GloVe,
we use the codes published by their authors and obtain 300-
dimensional NWVs. To obtain a text feature, i.e., a feature
vector for a text that consists of multiple words, we compute
the mean vector of the words appearing in the text [5].

3. CROSS-MODAL TRANSFER WITH NEURAL
WORD VECTORS

We first analyze if it is possible to improve the initial image
feature (VGG) by using CMT with NWVs. In this section, we

assume CCA and KCCA as the CMT models. These models
are simple but still the state-of-the-art for unsupervised CMT
[10, 11]. We evaluate CBIR performance when texts are rep-
resented by the three different types of word vectors.

3.1. CMT with CCA/KCCA

CCA. CCA learns a set of linear projections from each of
image and text feature spaces to a common subspace such
that the image-text data correlation is maximized. From the
view point of CMT, CCA can be interpreted as a way to dis-
cover a new image feature (sub)space most correlated to a
text feature (sub)space. Suppose we have n data pairs of
images and texts. We denote the initial feature matrices of
the images and texts by X := [x1 . . . xn] ∈ RDx×n and
Y := [y1 . . . yn] ∈ RDy×n, respectively, where Dx and Dy

are the dimensions of image and text features. xi and yi, ∀i,
are assumed to be semantically relevant (e.g., an image and
its caption). The goal is to find two sets of linear projections
A ∈ RDx×d and B ∈ RDy×d to a common d-dimensional
subspace such that d ≤ min{Dx, Dy}, for X and Y , respec-
tively. This is achieved by solving the following problem.

max
A,B

trace(A>XY >B) (1)

s.t. A>XX>A = Id, B
>Y Y >B = Id, (2)

where Id is an identity matrix of size d. This can be trans-
formed to a generalized eigenproblem that can easily be
solved. Since our task is CBIR, we assume that texts are avail-
able only in the training stage, but not in the test stage; we
keep only image-side projections A and discard B. The new
image representation z ∈ Rd can be obtained as z = A>x.
KCCA. CCA is kernelizable by computing the kernel Gramian
on a subset of image and text features, which leads to KCCA.

max
A,B

trace(A>KxK
>
y B) (3)

s.t. A>KxK
>
x A = Id, B

>KyK
>
y B = Id, (4)

where Kx/Ky is an s× n kernel Gramian matrix (we assume
Gaussian kernel in this paper due to its simplicity) for X/Y ,
andA/B is an s×d coefficient matrix (s is the number of sam-
ples used to compute Kx/Ky). This can also be transformed
into a generalized eigenproblem thus can be solved.

3.2. Results

We evaluate the CBIR performance of the image features
learned by CCA/KCCA-based CMT with the three types of
word vector. The kernel parameters for KCCA (standard
deviation and s) are tuned in a grid search manner. The re-
sults for various feature dimensions d are reported in Table 2.
We found that CCA/KCCA improves the performance of the
initial VGG feature, and the two NWVs (SGNS and GloVe)
yield better performance compared with SVD, especially
when KCCA is used.
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Table 2. CBIR performance in terms of mAP of image fea-
tures learned by CCA/KCCA-based CMT.

Wiki
↓CMT Dim.→ 16 24 32 48 64

None (init VGG) 0.223 0.218 0.217 0.211 0.208
CCA-SVD 0.250 0.247 0.244 0.242 0.241
CCA-SGNS 0.257 0.256 0.253 0.251 0.249
CCA-GloVe 0.255 0.254 0.252 0.250 0.248
KCCA-SVD 0.266 0.262 0.259 0.256 0.254
KCCA-SGNS 0.271 0.276 0.271 0.264 0.260
KCCA-GloVe 0.267 0.274 0.270 0.265 0.261

MSCOCO
↓CMT Dim.→ 16 24 32 48 64

None (init VGG) 0.545 0.552 0.556 0.553 0.553
CCA-SVD 0.571 0.579 0.581 0.583 0.582
CCA-SGNS 0.568 0.580 0.582 0.583 0.583
CCA-GloVe 0.571 0.579 0.582 0.583 0.583
KCCA-SVD 0.580 0.578 0.577 0.586 0.587
KCCA-SGNS 0.588 0.596 0.600 0.605 0.606
KCCA-GloVe 0.587 0.597 0.601 0.606 0.607

4. SUBSPACE PRESERVING TRANSFER FOR
ADDITIVE COMPOSITIONALITY

So far we have confirmed that CMT with NWVs can improve
semantic CBIR performance even with simple CCA/KCCA
models. We next aim at improving CBIR performance even
further by modifying CMT models. Our model is inspired by
additive compositionality of NWVs, i.e., semantic relation-
ships between words can be well approximated by linear al-
gebraic operations on NWVs [5, 17]. This implies that words
in the same semantic category are more likely to be distributed
in low-dimensional linear subspace(s) in the NWV space [5],
which leads us to assume that an NWV space consists of a
union of (hidden) subspaces. On the basis of this, we pro-
pose a new CMT model named Subspace Preserving Transfer
(SPT) that aims at retaining the inherent subspace structure of
the NWV space in a common subspace.

4.1. Subspace Preserving Transfer

Again, let us assume that we have n pairs of image and text
features, X and Y . Similar to the case of CCA/KCCA, the
goal is to find two sets of projections A and B. SPT achieves
this goal in two steps: i) discover an inherent NWV subspace
structure, and ii) learn A and B which simultaneously pre-
serve the discovered structure and image-text correlations.

i. NWV Subspace Discovery. What we want to do here is
to discover the inherent subspace structure of NWVs, without
any supervision. To this end, our idea is following. Gener-
ally, if we have a set of vectors lying in the same subspace,
each vector can linearly and sparsely be reconstructed by a
few other vectors [19]. This suggests that the subspace struc-
ture can approximately be captured by computing sparse lin-

ear reconstructions of the NWVs. However, since NWVs are
usually trained on a separate corpus (SBU1M in this paper)
independently from the text data (from Wiki or MSCOCO in
this paper), the subspaces extracted from only NWVs may not
well reflect the distributions of the text features, resulting in
undesired results. We therefore compute the sparse linear re-
constructions over both of the NWVs and the text features1 so
that can find the subspaces adapted to the text data.

Let us denote by V := [v1 . . . vm] ∈ RDy×m a
set of m NWVs for m words. For brevity, we define
Ỹ := [Y V ] ∈ RDy×(n+m), i.e., Ỹ := [ỹ1 . . . ỹl] :=
[y1 . . . yn v1 . . . vm] (l = n+m). In order to discover the
subspace structure in Ỹ , we solve the following sparse linear
reconstruction problem [19].

min
W
‖W‖1 s.t. Ỹ = Ỹ W, diag(W ) = 0. (5)

where the i-th column wi of the solutionW = [w1 . . . wl] ∈
Rl×l consists of the sparse coefficients to recover ỹi. On the
basis of the above observation, wi, ∀i, is expected to have
sparse non-zero elements that correspond to other features in
the same subspace as ỹi. Hence, the desired subspace struc-
ture can be captured in W .
ii. Projection Learning. Next, we compute the projectionsA
and B that simultaneously maximize the correlation between
the image and text features and preserve the NWV subspace
structure captured in W as much as possible. This problem
can be formulated as follows.

max
A,B

trace(A>XY >B)− λ
l∑

i=1

‖B>ỹi −
∑
j 6=i

wijB
>ỹj‖22

(6)

s.t. A>XX>A = Id, B
>Ỹ Ỹ >B = Id (7)

The first term is the same as the objective of CCA (Eq. (1))
which is to maximize the correlation between the image and
text features in the common subspace. The second term is
to ensure that W is retained in the common subspace, i.e., it
ensures a set of features in the same NWV subspace are in
a low-dimensional subspace in the common subspace. The
second term can be rewritten in matrix form as∑l

i=1 ‖B>ỹi −
∑

j 6=i wijB
>ỹj‖22 (8)

= trace(B>Ỹ LỸ >B). (9)

where L = (Il −W )>(Il −W ). Then Eq. (6) becomes

max
A,B

trace(A>XY >B)− λtrace(B>Ỹ LỸ >B) (10)

s.t. A>XX>A = Id, B
>Ỹ Ỹ >B = Id. (11)

1A text feature is originally computed as a mean vector of the words in the
text (see Sec. 2), but note that the sparse reconstruction by using the whole
NWVs and the text features generally does not recover it and is preferably
determined to be optimized to the data.
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Table 3. CBIR performance in terms of mAP of image fea-
tures learned by SPT/KSPT-based CMT.

Wiki
↓CMT Dim.→ 16 24 32 48 64

None (init VGG) 0.223 0.218 0.217 0.211 0.208
SPT-SVD 0.251 0.249 0.246 0.244 0.243
SPT-SGNS 0.270 0.271 0.271 0.271 0.271
SPT-GloVe 0.271 0.272 0.272 0.272 0.272
KSPT-SVD 0.256 0.249 0.247 0.244 0.243
KSPT-SGNS 0.301 0.302 0.302 0.302 0.302
KSPT-GloVe 0.302 0.302 0.302 0.302 0.302

MSCOCO
↓CMT Dim.→ 16 24 32 48 64

None (init VGG) 0.545 0.552 0.556 0.553 0.553
SPT-SVD 0.570 0.579 0.582 0.583 0.583
SPT-SGNS 0.563 0.574 0.581 0.582 0.583
SPT-GloVe 0.566 0.580 0.582 0.584 0.584
KSPT-SVD 0.592 0.597 0.596 0.600 0.599
KSPT-SGNS 0.590 0.602 0.607 0.610 0.611
KSPT-GloVe 0.600 0.611 0.614 0.617 0.618

which gives the problem of SPT. The objective (Eq. (10)) can
further be aggregated into a single term. Let us introduce the
following matrices.

P =

[
A
B

]
, Q =

[
X 0

0 Ỹ

]
, E =

[
0 1

2In/l
1
2I
>
n/l −λL

]
, (12)

where In/l is an n × l matrix defined as In/l = [In 0]. Sub-
stituting these matrices into Eq (10), we get

trace(A>XY >B)− λtrace(B>Ỹ LỸ >B) (13)

= trace(P>QEQ>P ) (14)

Hence, similar to CCA, this problem can be transformed into
a generalized eigenproblem, and the solution P consists of the
eigenvectors corresponding to the d largest eigenvalues. The
optimal A can be obtained by extracting the first Dx rows of
P . A new feature vector z for the initial image feature vector
x can be computed as z = A>x.
Kernelization. Similar to KCCA, the kernelized version
of SPT, i.e., KSPT, can be derived by computing a kernel
Gramian over a subset of image and text features. One dif-
ference from KCCA is that only the image side is kernelized.
This is to ensure that the extracted NWV subspace structure is
not corrupted by any non-linearity induced by the kerneliza-
tion. More specifically, on the basis of Eq. (10), the problem
of KSPT can be formulated as

max
A,B

trace(A>KxY
>B)− λtrace(B>Ỹ LỸ >B) (15)

s.t. A>KxK
>
x A = Id, B

>Ỹ Ỹ >B = Id. (16)

whereKx is an s×n kernel Gramian matrix forX andA is an
s× d projection matrix. Similar to the case of SPT, this prob-
lem can also be transformed into a generalized eigenproblem
so thus can be solved efficiently.
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Fig. 1. CBIR performance of KSPT in terms of mAP when
varying the number of word vectors for training m.

4.2. Results

We evaluate the semantic CBIR performance when the pro-
posed SPT/KSPT is used as the CMT model. The number
of NWVs used to discover the subspace structure, m, is set
at m = 5, 000 and the other parameters are tuned in a grid
search manner. The results are reported in Table 3. We found
that SPT and KSPT improve the initial VGG features. Com-
paring these results with those by CCA and KCCA (Table
2), we can see that SPT/KSPT is highly competitive with
or better than CCA/KCCA. These results confirm the effec-
tiveness of the proposed SPT/KSPT and show that they can
improve CBIR performance even further. Especially, KSPT-
SGNS and KSPT-GloVe are consistently better than KCCA
counterparts and yield significant gains, e.g., KSPT-GloVe ex-
ceeds KCCA-GloVe by 4.1% for 64-dimensional features on
Wiki. This may be because the nonlinearity induced by ker-
nelization enables KSPT to better transfer the subspace struc-
ture to the common subspace while maintaining image-text
correlations. Upon seeing the differences between the three
types of word vector, SGNS and GloVe outperform SVD.
This suggests that the structure of NWV subspaces may tend
to be more correlated to the semantics, which can effectively
be captured by using SPT or KSPT.

We also analyze the impact of varying the number of
NWVs m on performance of KSPT. The results are reported
in Fig. 1. The mAP values improve as m increases and ex-
ceed those of KCCA even for a small m (m ≥ 1, 000). This
confirms the effectiveness of capturing the subspace structure
of the NWVs for image feature learning.

5. CONCLUSIONS

We investigated CMT with NWVs for image feature learn-
ing in CBIR problems. We first showed that NWVs could
improve image features when simple CMT models are used.
We then proposed a new CMT model that explicitly takes into
account the additive compositionality of NWVs and demon-
strated that it could improve CBIR performance even further.
An interesting future work may be to couple the proposed
method with other word/sentence embedding techniques such
as Fisher vector encoding of word vectors [20] and recurrent
neural networks [21, 22].
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