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ABSTRACT

In this work, we consider the problem of automatic content
retrieval (ACR) using joint audio-video fingerprints. We fo-
cus on how to balance the query accuracy and the size of fin-
gerprint, and how to allocate the fingerprint bits to video and
audio frames to maximize the query accuracy. By introducing
a novel concept called coverage, which is highly correlated to
the query accuracy, we are able to construct a rate-coverage
model and formulate the joint audio-video fingerprint bit rate
allocation into a dynamic programming optimization prob-
lem. Our experimental results demonstrate that, compared to
existing approaches, our method improves the retrieval accu-
racy by up to 25% while using 60% of the original fingerprint
bit rate.

Index Terms— automated content retrieval, content-
based multimedia retrieval, rate-coverage optimization.

1. INTRODUCTION

With the explovisve growth of mobile devices and Internet
services, enormous video contents are produced and uploaded
onto the Internet by users everyday. To effectively manage
the rapidly growing multimedia data, a number of methods
have been proposed for multimedia content analysis and re-
trieval, such as content-based image retrieval [1, 2], audio re-
trieval [3], and video retrieval [4]. In content-based multime-
dia retrieval [5], video and audio data are often represented
by feature vectors, such as SIFT [6], SURF [7] and GLOH
[8]. Compared to the raw video data, the feature description
is much smaller in size and much more efficient for storage
and retrieval. For example, the feature description of a typ-
ical video is about 10% of the original video size. With the
massive amount of videos to be processed using feature de-
scription, the amount of features generated is still enormous.
To address this issue, a number of methods have been devel-
oped to further compress the feature description and cut down
the database overhead.

These methods can be classified into two major cate-
gories: manifold learning and descriptor compression. The
manifold learning approach explores correlation among data

and clusters similar features [9] to reduce redundancy. It is of-
ten based on graph-based ranking methods. Due to its ability
to capture the geometric structure of the image set, it has been
successfully used for image retrieval [10, 11]. The second
approach of descriptor compression [12, 13] aims at gen-
erating compact descriptors individually, therefore reducing
the overall demand for storage space. Originally introduced
in [12], descriptors can be compressed by local descriptor
compression [13], and global descriptor aggregation [14].

The two types of approaches are complementary to each
other and can be used jointly to minimize the fingerprint size
of multimedia databases. We observe that, in existing content-
based multimedia retrieval, most researches focus on data cor-
relation of one single modality, such as image clustering [15,
16] and audio clustering [17]. The cross-modal correlation
between images and audios has not been adequately studied.

In this work, we consider the design of a system that op-
timizes the compression of joint video-audio descriptors. By
instroducing a novel concept called coverage, which is highly
correlated to the query accuracy, we are able to develop a rate-
coverage model. Given an arbitrary budget of storage space,
this model aims to optimize the retrieval accuracy while pre-
serving only a subset of the overall joint video-audio descrip-
tors, therefore reducing the overall audio-video fingerprint
size. We propose a dynamic programming method to solve
this rate-coverage optimization problem.

The rest of the paper is organized as follows. Section 2
presents the proposed rate-coverage optimization framework.
The dynamic programming solution to the rate-coverage op-
timization problem is developed in Section 3. Section 4 sum-
marizes the proposed algorithm. Experimental results are pre-
sented in Section 5. Section 6 concludes the paper.

2. RATE-COVERAGE OPTIMIZATION

As is shown in Fig. 1, the end-user device collects video and
audio frames and then send the fingerprints of these frames
to the query engine that is connected to a cloud-based ACR
server. On the server side, the video and audio fingerprints are
generated. Without loss of generality, we consider the exam-
ple where the device, e.g., a smart TV, receives and decodes
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Fig. 1. System Overview. Left: query route. Right: database
and server with rate-coverage optimization.

streams from the Internet upon users requests. Using a mo-
bile phone as the remote controller, the user takes a snapshot
recorded by the smart TV that displays something of inter-
est. The mobile phone sends the joint query fingerprints to
the online audio-video database.

Fig. 2. Fingerprinting process overview.

2.1. Audio-Video Fingerprints

As illustrated in Fig. 2, the video fingerprints are extracted
into groups of 1280-bits data stream while the audio fin-
gerprints are extracted based on a key-value pair by explor-
ing the spatial relationship among spectrogram maximums,
which are computed by FFT, followed by non-maximum
suppression and Shazams [18] audio fingerprinting method.
Specifically, visual fingerprints are computed based on image

pixel intensity correlation. An image frame is first scaled to a
K by K square image. A selection of N out of

(
2
N2

)
block

pairs are computed to generate an N-dimensional bit array us-
ing binary comparison on pixel intensity for each image. The
output visual fingerprints are binary strings, which are very
robust to small distortion during video compression and trans-
mission. Audio fingerprints are extracted on spectrograms,
each fingerprint unit is a combined hash key-value pair of two
local maximum points on spectrogram after non-maximum
suppression. For each pair, the hash key is a concatenation of
F1, F2 and ∆t, which are the frequencies of these two points
and their time domain difference. We use timestamps and
title string as the value. Similar fingerprints are mapped to
the same linked list by hashing. All contents can be retrieved
from database by the linked list [18].

2.2. Problem Formulation

As we know, in videos, there is a strong correlation between
neighboring frames, resulting in strong correlation between
their fingerprints. Therefore, to save the storage space and
achieve compression, we only choose a subset of fingerprints
to represent the original video frames and audio segments and
store them on the server database. We refer to these finger-
prints as visual and audio representatives. As illustrated in
Fig. 3(a) and 3(b), each small dot represents the feature of
a keyframe in a high dimensional feature space. The large
circles are the feature clusters. We choose the centroid fin-
gerprint of each cluster as the representative. We consider the
query result to be satisfactory if and only if the correct frame
is included in the returned cluster. Here, K is the number of
results that can be returned upon each query. Each represen-
tative has a set of K-nearest neighbors in the feature space.

We define Coverage, denoted here by C, to be the total
amount of fingerprints covered by all the representatives.

As discussed in Section 2.1, the fingerprints are fixed-size
feature vectors for video frames, therefore each video unit
(e.g., a video frame or a group of video frames) has a con-
stant number of bits in its fingerprint. We denote this number
by BV . We observe that the audio fingerprints have variable
bit rates because of uneven maximums on the spectrogram.
To address this issue, we perform non-equal partition on the
audio stream so that each audio segment has same bit rate of
its fingerprint. We denote this unit bit rate by BA. The over-
all data rate R, which is the total amount of fingerprint data
stored in the database to provide the query service, including
both audio and video fingerprints, is computed as:

R = BV ×NV +BA ×NA. (1)

Here, NV and NA are the total numbers of video and audio
representatives.

For an ACR system with joint representation of video and
audio fingerprints, we need to study the trade-off between the
overall fingerprint size stored in the database and the retrieval
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Fig. 3. Example of fingerprint representatives. (a) Features of
keyframes. (b) Fingerprint representatives. (c) Query accord-
ing to the distances to cluster centroids.

accuracy. Our goal is to maximize the average query accuracy
E(A) under the bit rate constraint RT .

max E(A) =
1

T

T∑
t=1

Ai, s.t. R ≤ RT . (2)

where At = 1 if satisfactory result is retrieved at frame t,
otherwise At = 0. Coverage is introduced because Accuracy
is unknown until actual query is performed. As will be dis-
cussed in Section 5, Coverage and Accuracy are highly corre-
lated. (2) is therefore converted to:

max C = αCV,NV + (1− α)CA,NA , s.t. R ≤ RT . (3)

Here, C is the total coverage of audio and video representa-
tives and α ∈ [0, 1] represents a balance between the coverage
of video (CV ) and audio (CA) representatives. For a given
the number of video representatives NV , we can use the so-
called Disk Covering method developed in [19] to find the the
maximum coverage ratio, denoted by fV (NV ). Similary, we
can find the maximum coverage ratio for the audio represen-
tatives, denoted by fA(NA). Thus, (3) can be rewritten as:

max
NV ,NA

(αfV (NV ) + (1− α)fA(NA))

s.t. BV ×NV +BA ×NA ≤ RT
(4)

3. A DYNAMIC PROGRAMMING SOLUTION

In the following text, we explain how to solve the problem
with dynamic programming, and why the proposed approach
is globally optimal. We derive a solution to problem (4) using
the Lagrange multiplier method to relax the bitrate constraint,
so that the relaxed problem can be solved using a shortest path
algorithm. We first denote the Lagrangian cost function

Jλ(NV , NA) = (αfV (NV )+(1−α)fA(NA))+λ(BV ×NV +BA×NA),
(5)

where λ is called the Lagrange multiplier. It has been proven
that if there is a λ∗ such that

{N∗
V , N

∗
A} = argmax

NV ,NA

J∗
λ(NV , NA), (6)

and which leads toR = RT , then {N∗V , N∗A} is an optimal so-
lution to (4) . Therefore, if we can find the optimal solution to

Fig. 4. Example of transitions from previous state to current
state in dynamic programming.

max (Jλ(NV , NA)), then we can find the optimal λ∗ and ap-
proximation to the constrained problem of (4) . As indicated
in Fig. 4, we use a two dimensional DAG shortest Path algo-
rithm for the optimization process, that is, in order to compute
the maximal J , each state will need the status of NV and NA.
We define a node tuple (i, j) indicating state (NV , NA) in
Shortest Path space, denoted as pk, which has two paths from
previous state pk−1. It means that at this state the database
stores at most i number of video fingerprints and at most j
number of audio fingerprints as representatives. At the termi-
nation state, we derive the optimized solution for video and
audio bitrate allocation, with at most NV and NA number of
fingerprints respectively for video and audio.

To solve the optimization problem in (4) , we create a
cost function T (pk), which represents the cost to include state
(i, j) in the state space:

T (pk) = max{ αfV (i) + (1− α)fA(j) + λ(BV × i+BA × j) } (7)

The sub-problem fV and fA are the optimization prob-
lems to maximize coverage of video and audio, givenNV and
NA, respectively. The observation is that the delta cost:

∆(pk−1, pk) =

 α[fV (i)− fV (i− 1)] + λBV , if video
(1− α)[fA(j)− fA(j − 1)] + λBA, if audio
0, if none

(8)
is independent of the selection of the previous states p0, p1, ..., pk−2.
Therefore, cost function

T (pk) = max(T (pk−1) + ∆(pk−1 + pk)) (9)

can be solved by a DP algorithm.

4. SUMMARY OF ALGORITHM

The proposed algorithm is summarized in Algorithm 1. We
can see that the proposed algorithm has very low computa-
tional complexity.

5. EXPERIMENTAL RESULTS

We have conducted experiments on various media patterns
to compute the coverage and the corresponding expected re-
trieval accuracy given certain bit-rate budget. By changing
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Algorithm 1 Our proposed algorithm
1: procedure RECURSIVE DYNAMIC PROGRAMMING
2: LetFi,j(b) be the maximum coverage we can achieve given at most i number

of video and j number of audio fingerprints, with a limitation of overall bit-rate
to be b

3: Let Ii,j(b), Ji,j(b) mark the corresponding number of video and audio fin-
gerprints that are selected as representatives while achieving coverage Fi,j(y)

4: for i ≤ NV , j ≤ NA do
5: Fs = [Fi−1,j(b), Fi,j−1(b), Fi−1,j(b−Bv)+fv(Ii−1,j(b)+

1) − fv(Ii−1,j(b)), Fi,j−1(b − Ba) + fa(Ii,j−1(b) + 1) −
fa(Ii,j−1(b))]

6: Is = [Ii−1,j(b), Ii,j−1(b), Ii−1,j(b − Bv) + 1, Ii,j−1(b −
Ba) + 0]

7: Js = [Ji−1,j(b), Ji,j−1(b), Ji−1,j(b − Bv) + 0, Ji,j−1(b −
Ba) + 1]

8: index = argmax(Fs)
9: Fi,j(b) = Fs(index)

10: Ii,j(b) = Is(index)
11: Ji,j(b) = Js(index)

return {Fi,j(b), Ii,j(b), Ji,j(b)}

allocation bitrates on video and audio, we compute the cov-
erage and the actual expected retrieval accuracy, respectively.
One example is shown in Fig. 5, where the coverage-accuracy
curve is monotone and the gap between coverage and accu-
racy is very small. As coverage and accuracy are highly cor-
related, we can optimize the bit-rate allocation between audio
and video to achieve optimum coverage in order to improve
retrieval accuracy.

For performance comparison, we consider the following
baseline methods. Note that these are not globally optimum
solutions. (1) Arbitrary allocation. This method does not con-
sider the difference and correlation between audio and video
data and allocate bit-rates evenly between audio and video.
(2) The audio first method preferentially picks audio, based
on the fact that fingerprint of a video frame is of 200 bytes,
greater than the 32 bytes of an audio segment. (3) Greedy al-
location (sub-optimal). Given a bit-rate budget, the greedy ap-
proach seeks the maximum current leveraged gain G at each
stage, by choosing a fingerprint type from either video or au-
dio, until bitrate exceeds our budget. λ is introduced as the
penalty regularization parameter.

G = max(α[fV (i)−fV (i−1)]+λBV , (1−α)[fA(i)−fA(i−1)]+λBA )
(10)

Table 1. Average Bit-rate save of the proposed method for
same coverage levels, compared with reference methods.

cvrg 70% 75% 80% 85% 90% 95%

Sub-optimal(Greedy) -9% -8.5% -8.1% -8% -7% -5.5%
Audio First -26% -25% -23% -23% -21% -20.5%
Arbitrary -32.5% -31% -28% -26.5% -24% -21%

The effectiveness of our proposed method is tested utiliz-
ing commercially available movies. As is shown in Fig. 6,
with a very limited bit-rate budget, which is around 60% of
overall bit-rate of the fingerprints, we can achieve over 85%
coverage with the proposed optimal method, with a bit-rate
reduction of around 25% compared with the arbitrary method.
As a matter of fact, with only 22% of overall bit-rates as bud-

Fig. 5. The coverage-accuracy relationship.

Fig. 6. Rate-Coverage curves. The comparison of different
approaches.

get, we achieve 60% of the overall coverage, saving 37.5%
bit-rate compared to the arbitrary method. As is shown in
Fig. 6, the proposed optimum algorithm outperforms other
methods. TABLE 1 shows the average bit-rate reductions.
At 95% coverage, up to 21% bit-rates can be saved.

6. CONCLUSION

In this paper, we proposed a novel ACR method using joint
audio-video fingerprint for media retrieval. We introduced a
novel concept called coverage to represent retrieval accuracy
and developed a rate-coverage model. We developed a dy-
namic programming method to optimize coverage for given
bitrate budgets in order to maximize accuracy. Experimental
results demonstrated that our method improves retrieval accu-
racy significantly compared to reference methods, and signif-
icantly saves bit-rate with same level of retrieval accuracy.
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