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ABSTRACT

This paper proposes a long short-term memory recurrent
neural network (LSTM-RNN) for extracting melody and si-
multaneously detecting regions of melody from polyphonic
audio using the proposed harmonic sum loss. The previous
state-of-the-art algorithms have not been based on machine
learning techniques and certainly not on deep architectures.
The harmonics structure in melody is incorporated in the loss
function to attain robustness against both octave mismatch
and interference from background music. Experimental re-
sults show that the performance of the proposed method is
better than or comparable to other state-of-the-art algorithms.

Index Terms— Melody extraction, LSTM-RNN

1. INTRODUCTION

Melody is a key ingredient in music composition, and melody
extraction from polyphonic audio is playing an important role
in music information retrieval (MIR) [1]. Given a polyphonic
audio, melody is defined as the pitch sequence that a listener
might reproduce when asked to whistle or hum a piece of
polyphonic music [1, 2, 3]. The pitch sequence of the leading
instrument or singing voice is often considered as the melody.
Based on this observation, the single most dominant pitch se-
quence is inferred from polyphonic audio as the melody.
Many melody extraction algorithms have been proposed
over the last decade [3, 4, 5, 6, 7, 8, 9, 10]. Goto and Cao et
al. extract melody in two steps [3, 4]. First, multipitch is ex-
tracted from each frame by either expectation-maximization
(EM) [3] or subharmonic summation spectrum [4]. There-
after, both methods construct melody line based on com-
plicated heuristic rules. In Poliner ef al. and Ryyndanen et
al. the melody extraction problem is casted as a classifica-
tion problem, and use support vector machine (SVM) [5, 6]
and hidden Markov model (HMM) [7] respectively used to
predict quantized target pitch. Durrieu ef al. and Tachibana
et al. extract melody line based on source separation tech-
niques such as non-negative matrix factorization (NMF) [8]
and harmonic/percussive sound separation (HPSS) [9]. Deep
neural network was also applied to melody extraction [10].
Dressler et al. and Salamon ef al. extract melody based on
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pitch salience [11] and auditory streaming [12], and these
algorithms are regarded as state-of-the art.

Despiting reaching certain success, previous melody ex-
traction algorithms are still far from satisfactory. The follow-
ing obstacles must be overcome:

1. Accompaniment interference: Harmonic and percus-
sive components of accompaniment signal interfere
with melody extraction.

2. Octave mismatch: Each melody note can be represented
as the sum of harmonically modulated fundamental fre-
quency. However a framed melody note can be erro-
neously estimated as the sum of sub-multiples of the
true harmonic fundamental frequency and its harmon-
ics.

3. Difficulty in predicting dynamic variation: Sudden
change in melody pitch is very hard to predict.

Conventional recurrent neural network (RNN) and long
short-term memory recurrent Neunural network (LSTM-
RNN) have shown good performance to sequence to se-
quence problems. In handwriting recognition, bidirectional
LSTM has shown to preform better than HMM based sys-
tems [13]. In speech recognition, deep LSTM models show
better performance than hybrid acoustic models that consist
of deep neural network and HMM [14, 15]. In language mod-
eling, conventional RNN based language model (LM) [16]
and LSTM-RNN LM [17] have significantly lower perplexity
than standard n-gram models. LSTM-RNN has also been ap-
plied to image description [18] and video description [19]. In
music analysis, RNNs have been used for modeling tempo-
ral dependency of polyphonic music [20] and signing voice
detection [21].

In this paper, LSTM-RNN based architecture for extract-
ing melody from polyphonic is proposed. Search space of
melody pitch is quantized, such that each bin corresponds
to a pitch class. Region without melody is assigned to zero
pitch class. Therefore, the proposed approach simultaneously
performs melody extraction and melody detection that is to
decide whether a particular time frame contains a melody
pitch or not. We believe that LSTM-RNN can represent the
dynamic variations in melody pitch sequence and is robust
against octave mismatch. We also propose a loss function for
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Fig. 1. Melody extraction procedure

considering harmonic structure of melody note in spectral do-
main. Minimizing the harmonic sum loss reduces the harmon-
ics of the target melody note so that octave mismatch error
may be decreased. The proposed model is trained using about
8 hours polyphonic audio dataset. Two well-known databases
of ADC2004 and MIREX2005 are used for evaluation of the
proposed model.

This paper is organized as follows. Section 2 describes the
melody extraction method using LSTM-RNN with harmonic
sum loss. Section 3 presents the melody extraction experi-
ments, and finally Section 4 concludes the paper.

2. SEQUENTIAL CLASSIFICATION USING
LSTM-RNN FOR MELODY EXTRACTION

2.1. Background

The LSTM-RNN has special units called memory blocks in
the recurrent hidden layer. The memory block contains mem-
ory cells with input, output, and forget gates. The memory
cell stores past information and the gates control the flow.

In this paper, an LSTM takes an input sequence x and
generate hidden state sequence h by using the following equa-
tions,

iv = o(Wixt + Winhs 1+ Wieer 1+ by),

fi = o(Wpeexy + Wiephi—1 + Wieei—1 + by),

e = [tOci1+is ©tanh(Weprs + Wephi 1 +be),
o = 0(Woets + Worhi—1 + Woeer +bo),

hi = o; ®tanh(c),

where the W terms denote weight matrices (e.g. W, repre-
sent the weight matrix from the input x; to the input gate i), o
is the logistic sigmoid function, and ¢, f, o, and c are the input
gate, forget gate, output gate and cell activation, respectively.
Operator © denotes element-wise product.

To reduce the computational complexity of learning
LSTM, long short-term memory projected (LSTMP) was
proposed in [15]. This architecture projects the output of
LSTM on W,;, to reduce the size of the recurrent input to
LSTM such that,

Tt = thht.

The projection is feed into the LSTM. Thus, h;_; in above
LSTM equations should be replaced with r;_.

2.2. Melody extraction using LSTM-RNN

The procedure for melody extraction and detection is repre-
sented in Figure 1. Any void in the melody estimation repre-
sents region of no melody. Given the short-time Fourier trans-
form (STFT) X € RP*T of an audio, an LSTM-RNN archi-
tecture predicts the melody pitch sequence of the audio. T is
the number of frames and D is the dimension of the extracted
feature. The architecture simultaneously detect region with-
out melody. Then, LSTM-RNN architecture is used to predict
melody pitch sequence y € BT from the X, where B is the
melody pitch space.

Predicted melody pitch is linearly quantized in cent scale.
Without loss of generality, region without melody is assigned
to zero pitch. The proposed architecture simultaneously ex-
tracts and detects melody. To predict y; from LSTM output
hy or LSTMP output 74, softmax output layer is used. Let
the LSTM-RNN parameter set be O. In learning of LSTM-
RNN, cross-entropy loss function of LSTM-RNN output and
melody pitch label is used for the main objective function
L(Y,Y(X,0)).Here, Y € {0,1}/B*T and Y € [0, 1]/BIxT
are one-hot representation sequences of label sequence y and
posterior distribution sequence of prediction y, respectively.

2.3. Harmonic sum loss

The learning criterion of the LSTM-RNN for melody extrac-
tion is given as,

L(®) = L(YaY(Xa 0)) +ath(Ya?(Xa 0)), ()

where ap, and L, (Y, Y (X,0)) are balancing weight and
harmonic sum loss, respectively. The harmonic sum loss is
motivated by the fact that harmonics of melody pitch appear
in octave intervals in the spectral domain and reduces error
due to octave mismatch problem. The harmonic sum loss
function is given as

LY, Y(X,0)) = > p'% ©)
t

where p € {0,1}/8l is a column vector to sum all the har-
monics of the melody pitch y;. The j-th element of p is given
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Fig. 2. LSTM-RNN for melody extraction

as

1 if mod(j,w) = mod(y;, w)
0 otherwise,

p; = and j # yt,(3)
where mod(j, w) is the remainder after division of j by w.
Here, w < |B]| is the length of one octave. In the time frame
without melody pitch, p becomes zero vector so that har-
monic structure is not considered. We think that minimizing
p”'y: may reduce the octave mismatch errors.

Generally, in a label space of classification task, there may
be groups that have similar instances. Increasing the discrim-
inative capability for labels that belong to same group is a key
issue for decreasing the classification error. If we can know
the label groups in advance, we can increase the discrimi-
native capability by explicitly decreasing the output score of
model for the labels in the group in which the true label is
included.

For training LSTM-RNN, the standard mini-batch stochas-
tic gradient descent with error back-propagation algorithm
can be used to minimize the objective function with respect
to the network parameters ©. The proposed model is rep-
resented in Figure 2. In this paper, LSTMP that contains
recurrent projection layer is used for modeling dynamics of
the hidden states.

3. EXPERIMENTS

3.1. Database and evaluation metrics

The proposed algorithm was evaluated and compared with
other melody extraction algorithms using the following
databases: the ISMIR 2004 Audio Description Contest (A4)
database [22], the MIREX 2005 Audio Melody Extraction
Competition training (M5T) database [22], the Real World
Computing Music (RWC) database [23], the Multimedia
Information Retrieval lab 1000 song clips (MIR-1K) [24],
and the MedleyDB: A Multitrack Dataset for Annotation-
Intensive MIR Research [25]. Please refer to the references

for details. In training LSTM, MIR-1K and MedleyDB are
used for training set and RWC is used for validation set.
When using the RWC database, we randomly select 20 audio
clips of vocal songs as described in [26]. For test set, A4 and
MST are used.

The performance of the proposed algorithm was evalu-
ated in terms of raw pitch accuracy (RPA) and raw chroma
accuracy (RCA). The RPA is defined as the proportion of the
correct frames. The RCA is defined in the same manner as
the RPA; but, it allows octave transpositions. The estimated
melody is considered “correct” when the absolute value of
the difference between the ground-truth frequency and esti-
mated frequency is less than or equal to 50 cents (5 bins in
this paper). Moreover, melody detection accuracy (MDA) is
also used as evaluation measure.

3.2. Training

For learning the LSTM-RNN architecture, audio are resam-
pled to 16kHz. The search range for melody pitch is set be-
tween 55Hz and 1760Hz corresponding to the 1st and 600th
bin in the cent scale. The Hanning window was used with
48ms frame length and 10ms frame hop-size for spectral anal-
ysis. The number of DFT points is set to 2048. By taking ab-
solute value of the DFT coefficients, 1025 dimensional vector
is used to input vector at each frame. Each input vector is nor-
malized to have zero mean and unit variance.

The search range of melody pitch is set from 55Hz to
1760Hz (five octaves), and it is quantized into 600 bins on
a cent scale similar to [11]. Frequency p is converted to bin

number y as
+ 1> .

All networks are trained using stochastic gradient descent
with learning rate 1075, momentum 0.9, and random initial

1200 - log, (&)

y(p) = floor ( 10
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weights are drawn uniformly from [-0.05 0.05]. The maxi-
mum number of iterations was set to 20. When the validation
loss increases in each iteration, the learning rate is decreased
by a factor of 0.618. The behavior of the gradient update is
controlled by RmsProp algorithm [27]. We used the Microsoft
Research CNTK [28] software for the following experiments.
The training time of one LSTM-RNN model with 2000 cells
and 1000 hidden units took about 8 hours with a machine
which has i7-4820K CPU, 64GB RAM and GTX 980 Ti GPU
with 6GB memory.

3.3. Experimental results

Given a test polyphonic audio, predicted melody pitch se-
quence is obtained by taking pitch bin which has the maxi-
mum output in frame-by-frame manner. In selecting the max-
imum bin, the non-melody output is omitted. This predicted
melody pitch sequence is used for measuring RPA and RCA.
Besides, binary sequence for melody detection by comparing
is extracted for measuring MDA. When the non-melody bin
has the maximum value among the outputs, the time frame is
considered to contain no melody.

Table 1. Melody extraction and detection results by adjusting
the sizes of cell (C) and projected hidden layer (P)

y | (C,P) | (1000,500) | (2000,500) | (2000,1000) |

RPA 80.4 80.9 80.4
A4 | RCA 83.3 84.0 83.9
MDA 65.8 66.8 63.2
RPA 84.7 87.2 86.8
MST | RCA 85.6 87.6 87.3
MDA 72.4 74.4 74.5

Table 1 shows the melody extraction and detection results
by adjusting the sizes of cell and projected hidden layer. In
this experiments, LSTM-RNN is trained without harmonic
sum loss. From the results, we use the model with 2000
cells and 500 recurrent projection states for the follwing
experimetns.

Table 2. Melody extraction and detection results by adjusting
the balancing weight o,
y | o | 0 JO01] 01 [ 1.0 |

RPA | 80.9 | 81.2 | 80.8 | 82.2
A4 | RCA | 84.0 | 83.3 | 829 | 84.5
MDA | 66.8 | 69.5 | 65.6 | 64.6
RPA | 87.2 | 86.3 | 87.6 | 86.8
MS5T | RCA | 87.6 | 86.9 | 87.8 | 87.4
MDA | 744 | 73.2 | 7T4.7 | 74.6

Table 2 shows the melody extraction and detection results
by adjusting harmonic loss weight a,. When o, = 0, LSTM-

RNN is trained without harmonic sum loss. From the results,
we can find the effectiveness of the harmonic sum loss. The
effectiveness of the harmonic sum loss is confirmed from the
results

Table 3 shows RPA and RCA results of the proposed algo-
rithm compared with other melody extraction algorithms by
Poliner et al. [5], Ryyndnen et al. [7], Cao et al. [4], Durrieu
et al. [8], Dressler [12], Tachibana et al. [9], Joo et al. [29],
Salamon et al. [30], and Jo et al. [26]. Their performances
were cited from the results of the MIREX Audio Melody
Extraction Contests or their papers. In terms of the RPA and
RCA, the proposed algorithm showed comparable results for
A4 database and outperformed other algorithms for MST
database.

Table 3. Result comparison of melody extraction algorithms
DB Algorithms RPA | RCA

Poliner et al. [5] 732 | 76.4
Ryynanen et al. [7] | 82.4 | 83.5

Cao et al. [4] 85.1 | 86.3
Durrieu et al. [8] 85.7 | 86.2
Dressler [31] 87.1 | 87.6
A4 Tachibana et al. [9] | 62.9 | 73.4
Joo et al. [29] 79.6 | 85.3
Salamon et al. [11] | 79.0 | 81.0
Jo et al. [26] 80.7 | 87.6
LSTM-RNN 80.9 | 84.0

LSTM-RNN-HSL | 822 | 845
Ryynanen et al. [7] | 67.3 | 69.1
Cao et al. [4] 82.2

Durrieu et al. [8] 74.5 | 79.6
MST | Tachibanaetal.[9] | 74.0 | 76.7
Salamon et al. [11] | 83.0 | 84.0
Jo et al. [26] 81.2 | 83.7
LSTM-RNN 872 | 87.6
LSTM-RNN-HSL | 87.6 | 87.8

4. CONCLUSION

A melody extraction algorithm based on the LSTM-RNN is
proposed in this paper. This paper assumes that LSTM-RNN
can represent latent dynamics of melody pitch sequence. To
train LSTM-RNN, cross entropy loss with harmonic sum
loss is used for objective function. Experimental results show
that performance of the proposed algorithm is better than or
comparable to other famous melody extraction algorithms in
terms of the RPA and RCA.
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