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ABSTRACT

In this paper, we propose a new video representation incor-
porating image based deep features and an efficient pooling
strategy for the purpose of action recognition. The Convo-
lutional Neural Network (CNN) based features have very re-
cently emerged as the new state of the art for image classifi-
cation. Several attempts have been made to extend such CNN
models for videos by explicitly focusing on the temporal evo-
lution of the frames. Feature pooling is one such approach
which represents video sequences in terms of some statistical
properties of the feature dimensions over the frames. How-
ever, traditional pooling strategies including max or average
pooling explicitly fail to capture the temporal progression of
the frame-level contents. In contrast to previous pooling tech-
niques, we propose a two-level video representation which
separately focuses on the entire video as well as a number
of video sub-volumes. In both levels, we introduce a generic
time series pooling on the frame-level deep CNN features ef-
ficiently. Further, a self-tuning spectral clustering is consid-
ered to highlight video snippets which are highly probable
to contain significant sub-action sequences. We validate the
proposed feature encoding on the challenging KTH-actions
and UCF-50 datasets and find that the proposed encoding out-
performs traditional pooling based feature representations by
substantial margin.

Index Terms— Action recognition, Convolutional Neural
Network, Spectral Clustering

1. INTRODUCTION

Representation learning for sequential data is an active field
of research in many applications (action recognition, multi-
temporal image analysis etc.) due to the continuous genera-
tion of unbounded sequential data from diverse sources. In
the last few years, learned deep CNN based representations
have exhibited extraordinary recognition performance for im-
ages [1]. Nonetheless, it still remains a challenge on how to
extend such deep models to sequential data with minimum
supervision.

However, direct application of such CNN models to video
frames completely fails to capture the dynamics of the video
frame sequence. There are some recent deep models (recur-
rent network/LSTM) [2] which can predict the evolution of
the sequential data but such models require a large number
of additional parameters and huge training data in order to
capture the sequence information. Needless to mention, it
is difficult and costly to manually annotate different action
primitives of a given category. A comprehensive survey of
deep models used for the purpose of action recognition can
be obtained in [3].

One of the simplest ways to encode video streams with the
CNN models is to apply max/average pooling over the frame-
level features. However, such a naive approach fails to capture
the time varying information over the frames and any random
reorganisation of the frames produces identical feature encod-
ing [4]. In addition, [5] proposes a time-series pooling strat-
egy for first-person videos by highlighting the positive and
negative components of the feature gradients. Though our
encoding model is inspired by [5], we find that this method
does not capture the fine-grained information from the videos.
Considering that important action components are likely to
occur at certain intervals, it is expected that better recognition
performance can be achieved by highlighting such localized
snippet-level features in addition to video based features.

In view of the above, we show how a pre-trained image
based CNN can be used to extract video descriptors com-
bining appearance and motion information through efficient
time-series feature pooling. Since training a CNN with im-
ages is much cheaper than with videos, therefore, construc-
tion of video features by exploring an image based CNN ac-
counts for major saving in time and effort. Specifically, we
highlight the noteworthy contributions of this paper as fol-
lows:

• We employ the unsupervised self-tuned spectral clus-
tering [6] technique to temporally cluster video frames
into consistent sub-volumes (snippets). The self-tuned
clustering does not require prior information regard-
ing the number of available groups and inherently es-
timates the same by aligning the Eigenvectors of the
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graph laplacian to a canonical vector space. Hence,
the video snippets can be obtained without any prior
knowledge.

• We propose a two-level video representation by cou-
pling both the video-level and snippet-level features ef-
ficiently. The cogent snippets are identified as a few
selected clusters from the previous spectral clustering
stage which depict substantial variations in frame con-
tents. In both levels, our feature encoding is based on
average pooling the positive and negative components
of the frame-level feature gradients. In contrast to [5]
which is based on sum-pooling the positive and neg-
ative feature gradient components over the frames, we
highlight both the global and local information from the
video. In addition, our frame level CNN features con-
sider both the global frame features as well as the fea-
tures extracted from a few local motion salient region
proposals [7]. This substantially reduces the effects of
irrelevant frame contents.

• It is observed that the proposed feature encoding ex-
hibits enhanced action recognition performance (≈ 2−
5%) in comparison to the traditional pooling based fea-
tures from the literature for the challenging UCF-50 [8]
and KTH-actions [9] datasets.

To the best of our knowledge, there are a few very recent
endeavors which aim at solving the problem of temporal pool-
ing of frame based deep features for action recognition [10]
[11]. Such techniques mostly subsume the rank pooling op-
eration in a trainable end-to-end network. We instead exploit
an already learned model to encode the videos.

2. PROPOSED METHODOLOGY

This section details the proposed action recognition pipeline.
Broadly, it consists of two stages: feature extraction from
videos and classification. The classification is carried out by
multi-class Support Vector Machines (SVM) with linear ker-
nel.

For notational convenience, let us consider that V =
{V1, V2, . . . , VM} represents a set of videos each depicting
one of L different human activities. Let us also consider
Vi = {vi1, vi2, . . . , viTi} represents Ti frames of Vi. We
describe the spectral clustering based snippet extraction fol-
lowed by the proposed feature encoding in the following.

2.1. Unsupervised snippet extraction from videos

Given Vi, snippet extraction technique clusters Vi into a set
of Ni temporally consistent sub-video volumes {Cij}Nij=1

(Ni << Ti) where each Cij contains a subset of consecu-
tive frames. Let us consider a weighted undirected temporal
graph GVi which links consecutive pairs of frames in Vi and

the edges of GVi are weighted by Euclidean distance be-
tween frame level features. We extend the idea of self-tuning
spectral clustering [6] to cluster GVi in order to obtain Cijs
assuming Ni is unknown.

Standard spectral clustering techniques approximate the
clustering in the original data space by clustering a few se-
lected components of the Eigenvectors of the corresponding
graph lalpacian. However, it requires the number of clusters
as input. In contrary, the self tuned version inherently approx-
imates the number of cluster in addition to considering a local
scaling function for individual data items (frames). Specifi-
cally, the distance between two consecutive nodes (frames) of
GVi is defined in the adjacency matrix Ai in terms of Gaus-
sian kernel as: Aik,k+1 = exp(−d

2(vk,vk+1)
σkσk+1

) where σk =

d(vk, vK) defines the scaling parameter for frame vk as its
distance to the Kth neighbour in the forward temporal scale.
d() represents the Euclidean distance between the CNN fea-
tures of a pair of consecutive frames. It signifies the local
statistics in the neighbourhood of vk in the video sub-volume.
Local affinity automatically finds the scales of data manifold
and results in high affinities within clusters and low affinities
between clusters.

The number of clusters is estimated by recovering an or-
thogonal rotation matrix that best aligns the subset of domi-
nant Eigenvectors of the weighted laplacian of Ai to a canon-
ical coordinate system. Initially we consider that the maxi-
mum number of snippet in Vi is at most Ti5 . LetXi represents
the subset of largest Eigenvectors of Ai stored in columns.
Ideally, Xi is sparse block diagonal with blocks correspond-
ing to different clusters. For each possible group number
1 ≤ n ≤ Ti

5 , we recover the rotation which best aligns
Xi’s columns with the canonical coordinate system and let
Zi = XiR denote the matrix obtained after rotation R. We
focus on recovering R for which every row of Zi will contain
at most one non-zero entry. This can be expressed as a cost
function (J) as:

J =

Ti∑
k=1

n∑
j=1

Z2
kj

max
j
Z2
kj

(1)

and is minimized using standard gradient descent based
approach. The optimal number of clusters is stipulated as the
one providing minimum cost. Usually the optimization is per-
formed incrementally by including a new Eigenvector in Xi

in each run. It allows the initialization of the new iteration
based on the previous one and thus saves time substantially.
The clustering of the frames is obtained from the alignment
result Zi for the top Ni Eigenvectors and vk is assigned to
cluster n if max

j
Z2
kj = Z2

kn.

The snippets (clusters in GVi ) are further ranked based on
the average edge weights of the frames within the snippets.
A large average edge weight indicates the presence of multi-
ple consecutive action representatives within the snippet. We
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Fig. 1. The proposed feature encoding scheme

select B top ranked snippets expecting that they refer to im-
portant sub-action volumes.

2.2. Feature extraction from the videos

The proposed CNN features combine the appearance and mo-
tion information for the entire video into a fixed length feature
vector (Figure 1). We initially calculate per frame deep fea-
tures by incorporating global frame-level information in ad-
dition to localized region-level information.

A set of region proposals are extracted per frame vk us-
ing Objectness [7]. We select a subset of r proposals which
are less overlapping, have high Objectness scores and are
of moderate size. Further, we ensure that the selected pro-
posals refer to salient regions in the frame by thresholding
their average pixel-level motion saliency scores. The multi-
scale graph based saliency detection technique [12] is used
for this purpose. We calculate CNN features (l1 normalized
4096 dimensional output of fc7 of ImageNet-VGG-f ) [13]
for the entire frame as well as the selected region propos-
als separately. VGG-f has similar architecture to the AlexNet
model but is computationally fast since it involves sparse con-
nections between pairs of consecutive layers. The features
for the frame under consideration are calculated by averag-
ing the features of the frame as well as that of the selected
region proposals. Such a feature representation better cap-
tures different aspects of the underlying action by focusing
on motion salient parts. In particular, let [fk1 , f

k
2 , . . . , f

k
4096]

be the frame-level CNN feature (for the kth frame) whereas
{[fk

Rρ1
, fk
Rρ2
, . . . , fk

Rρ4096
]}rρ=1 is a matrix of r × 4096 dimen-

sions representing the CNN features for a set of r region
proposals extracted in the aforementioned manner. We define
the cumulative frame level deep feature as:

f̂k1:4096 =[average(fk1 , {fkRρ1}
r
ρ=1), average(f

k
2 , {fkRρ2}

r
ρ=1),

. . . , average(fk4096, {fkRρ4096}
r
ρ=1)]

(2)
Hence, for Vi = {vi1, vi2, . . . , viTi}, Ti different 4096-

dimensional feature vectors are calculated. Further, the fea-
ture gradient for a pair of consecutive frames (vk+1 and vk) is
computed in the following fashion:

f̂δ(k, k+1) = [f̂k+1
1 −f̂k1 , f̂k+1

2 −f̂k2 , . . . , f̂k+1
4096−f̂k4096] (3)

f̂δ highlights the changes in abstract latent concepts over
the frames and inherently models the evolution of the frames
throughout the extent of the video (snippets). We further seg-
regate the positive and negative components of the lth feature
dimension (1 ≤ l ≤ 4096) of f̂δ over all the Ti frames into
two 4096× 1 vectors as follows:

f̂δl+ = {f̂k+1
l − f̂kl }

Ti−1
k=1 (4)

if f̂k+1
l − f̂kl ≥ 0,

f̂δl− = {f̂k+1
l − f̂kl }

Ti−1
k=1 (5)

if f̂k+1
l − f̂kl < 0.
Ideally, we consider the lth dimension of f̂δ as a one di-

mensional signal and both the f̂δl+ and f̂δl− characterize the
positive and negative slopes of the signal. By unfolding f̂δ

into [f̂δl+]
4096
l=1 and [f̂δl−]

4096
l=1 , it is possible to quantify the ad-

vancement of specific abstract concepts over the frames for a
given action category.

As aforementioned, the proposed two-level video repre-
sentation explicitly focuses on the entire video as well as a
set of localized snippets. For the entire video, we average
pool the dimensions of both the [f̂δl+]

4096
l=1 and [f̂δl−]

4096
l=1 and

concatenate them in order to obtain a 8192 × 1 dimensional
feature vector.

Further for the set of B snippets identified in the previous
stage, we first average pool [f̂δl+]

4096
l=1 and [f̂δl−]

4096
l=1 specifi-

cally for the frames within each snippet separately in order
to obtain B × 8192 dimensional feature vectors. These fea-
tures are further max-pooled to obtain another 8192 × 1 di-
mensional representation of the video. In total, each video is
efficiently represented by a 16, 384 × 1 dimensional feature
vector combining the video-level (coarse) and snippet-level
(fine) information.

It is plausible to use any of the levels of the proposed two-
level hierarchy for the sake of action classification. However,
in order to compactly represent the detailed characteristics of
the video, it is suggested to use the combined representation.
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Table 1. Performance analysis of the proposed feature encoding (in %)
Dataset Average pool Max pool Time series pool [5] Proposed encoding
UCF-50 74.0 76.0 73.0 78.0

KTH 79.0 87.0 88.0 90.0

3. EXPERIMENTAL RESULTS

3.1. Experimental setup

We evaluate the performance of the proposed framework on
two datasets: KTH-actions [9] and UCF-50 [8].

The UCF-50 dataset contains videos representing 50 hu-
man actions in unconstrained environments. The dataset con-
tains a total of 6681 videos with about 100 − 150 videos per
category. This dataset is a superset of the popular UCF-11
dataset. Further, several action videos from similar subject
(long videos) are present in this dataset similar to UCF-11.

The KTH dataset includes six action classes: walking,
jogging, running, boxing, hand waving and hand clapping.
Each action class includes 25 subjects which perform the ac-
tions several times in four different scenarios (indoors, out-
doors, outdoors with scale variation, outdoors with different
clothes). The database contains 600 video sequences and all
of them are captured in homogeneous and static backgrounds.

For both the datasets, we randomly select 70% of the
videos per category to represent the training set and the
remaining 30% is used to evaluate the classification perfor-
mance of the proposed framework. It is ensured that videos
from similar subjects are not split over the training and test
sets. This setup helps in assessing the robustness of the pro-
posed encoding for diverse scenarios. We consider multiple
train-test splits and report the average classification accuracy.
Besides, we employ the one-against-all multi-class SVM
setup and the SVM trade-off parameter is fixed by 5-fold
cross-validation.

We compare the classification performance of the pro-
posed feature encoding with three of the recent and standard
feature pooling strategies: average pooling, max pooling and
the time-series pooling of [5].

3.2. Discussion on results

Table 1 reports the comparative analysis of the proposed
feature encoding with respect to the aforementioned pool-
ing strategies. It can be observed that performance mea-
sures of the average and max pooling are moderate for both
the datasets (74, 79% and 76, 87% respectively) and max-
pooling outperforms average pooling for sports videos. The
performance of the time-series pooling technique of [5] is
comparatively less for the UCF-50 data (73%) since many
of the videos contain substantial background motion as well
as spurious motion from other sources. On the contrary, the
videos in the KTH dataset contain static backgrounds with

no side objects present. Time-series pooling [5] is able to
capture the action characteristics in this respect and provides
enhanced recognition performance (88%).

Our feature encoding explicitly focuses on the entire
video contents as well as the fine-grained information ex-
tracted from a set of snippets. Combination of both the fea-
tures is capable of suppressing the effects of inconsequential
side activities to a considerable extent and the classification
performance with the proposed encoding is reported to be
78% for the UCF-50 data. It is found that the proposed fea-
ture encoding substantially outperforms the features of [5] for
action classes like horse riding, kayaking, trampoline jumping
etc. which have highly cluttered backgrounds. Similarly, the
spectral clustering based temporal video segmentation elimi-
nates the background effect for actions like running, jogging
and walking in the KTH dataset and highlights the snip-
pets with sophisticated action components. An enhancement
of 1.3% can be observed in the recognition accuracies for
those classes when both the global and snippet-level features
are considered instead of only global video-level features.
Further, a recognition performance of 90% is obtained for
the KTH dataset with the proposed encoding which clearly
outperforms the rests.

4. CONCLUSIONS

We introduce an efficient feature pooling based representation
of videos for action classification. In contrast to the traditional
average/max pooling based paradigms which works globally
on the entire video, we propose a two-level video represen-
tation taking into account the global video representation as
well as features extracted from a set of local snippets. In
both the cases, we introduce efficient pooling techniques ap-
plied to the difference vectors of consecutive frames. A self-
tuned spectral clustering is employed to temporally segment
the video frames in order to obtain the snippets. As a result,
the proposed encoding is capable of capturing both the global
and localized characteristics of the action under consideration
and sharply reduces the effects due to irrelevant contents. Ex-
perimental results obtained on the challenging UCF-50 and
KTH datasets establish the robustness of the proposed encod-
ing. Currently, we are engaged in ranking the video frames on
the basis of their contributions towards recognizing the under-
lying action category.
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