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ABSTRACT
The sparse representation based classification (SRC) perform-
s not very well for small sample data. A discriminative com-
mon vector dictionary based SRC is introduced in this paper
to address this issue. The contribution of this paper is that
the dictionary of the proposed method is constructed by the
discriminative common vector per class. The common vec-
tor represents the invariant property of each class, which is
helpful to improve the performance of the proposed method
for small sample database. Furthermore, the new dictionary
has much less atoms than the original SRC based scheme,
which reduces the computational cost. The experiments im-
plemented on ORL, AR and LFW face databases demonstrate
the effectiveness of the proposed method.

Index Terms— Sparse representation classification, dis-
criminative common vector, face recognition

1. INTRODUCTION

Sparse representation-based classification (SRC) was intro-
duced by Wright et al. [1] for face recognition, in which the
training images are used as the dictionary to code an input
testing image as a sparse linear combination of them via l1-
norm minimization. Some extended SRC methods have been
proposed to boost the research of sparsity based face recogni-
tion [2],[3],[4],[5]. Huang et al. introduced a transformation-
invariant SRC for face recognition [6]. Yang et al. introduced
a discriminative dictionary learning into the SRC to improve
the accuracy of face recognition [7]. Deng et al. proposed a
superposed sparse representation-based classifier (SSRC) for
undersampled face recognition [8], [9].

In the SRC based methods, the dictionary is construct-
ed by all training samples. When the number of samples is
big, the dimension of the dictionary is high, which makes the
SRC based methods be a very time-consuming task. In ad-
dition, the presence of noise, occlusion, varying viewpoints,
background clutter, and illumination changes may make the
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dictionary contain too much redundant information. But if
the number of samples is small, the performance of the S-
RC may be poor. It follows that the SR based classifier is
time-consuming for big sample data and is hard to achieve a
satisfactory result for small sample data.

To overcome the above shortcomings, we propose a dis-
criminative common vector dictionary based SRC (DCV-
SRC) for face recognition. The discriminative common
vector method is based on a variation of Fisher’s linear dis-
criminant analysis for the small sample size case [10]. The
common vector represents the invariant property of each class
and are robust to the appearance of an individual’s face, il-
lumination, background, noise, etc. [11], [12]. Thus, using
the discriminative common vector per class to construct the
dictionary of the SRC can improve the performance of the
classifier for small sample data. Since the number of dis-
criminative common vectors equals to the number of classes,
the size of the dictionary greatly decreases. As a result, our
algorithm is faster than the SRC and its variants.

2. METHODS

2.1. Sparse Representation-based Classification

Given sufficient training samples of the ith object class, any
test sample from the same class will approximately lie in the
linear span of the training samples associated with object i.
Wright et al. [1] defined a matrix D for the entire training set
as the concatenation of the N training samples of all C object
classes:

D = [D1, D2, ..., DC ] = [x11, x
1
2, ..., x

C
n ] (1)

where Di = [xi1, x
i
2, ..., x

i
n] ∈ Rdim×n consists of the train-

ing samples of the ith class, xi is the ith, 1 ≤ i ≤ N , data
object and n is the sample number of each class.

Then, the linear representation of y can be rewritten in
terms of all training samples as:

y = Da0 + z (2)

where a0 ∈ Rn is a coefficient vector whose entries are zero
except those associated with the ith class. z ∈ Rdim is a noise

2582978-1-5090-4117-6/17/$31.00 ©2017 IEEE ICASSP 2017



term with bounded energy ‖z‖2 < ε . The sparse solution
a0 can be approximately recovered by solving the following
stable `1-minimization problem:

(`1s) : â1 = arg min ‖a‖1 subject to‖Da− y‖2 ≤ ε (3)

Ideally, the nonzero entries in the estimate â1 will all be
associated with the column of D from a single class. The
classification result depends on the reconstruction of nonzero
coefficients in each class. SRC classifies the signal y into the
class which results in the minimal reconstruction error.

2.2. Discriminative Common Vector Dictionary based S-
RC (DCV-SRC)

The dictionary of the SRC is constructed by all training sam-
ples. Generally, the dictionary size of the SRC is very large.
The big dictionary of the SRC will increase the running time
and complexity of algorithm. In addition, the dictionary con-
structed by the original samples contains redundant informa-
tion, which may decline the algorithm performance. In some
extended SRC methods, such as ESRC and SSRC, the dic-
tionary consists of not only the differences between training
samples and mean samples but also all training samples or
mean samples, so that the dictionary size increases. How to
remove the redundant information in the dictionary, decrease
the dictionary size and improve the classifier’s performance
are still a challenge work.

In this paper, we use the discriminative common vector to
construct a new dictionary of the SRC. Discriminative com-
mon vector [10] projects the face samples onto the null s-
pace Q of the within class scatter matrix Sw and then obtains
the projection vectors by performing PCA. The method is de-
scribed as follows:

Let xim be a dim-dimensional column vector which de-
notes the mth sample from the ith class. The within class
scatter matrix Sw is computed by:

Sw =

C∑
i=1

n∑
m=1

(xim − ui)(xim − ui)
T

(4)

where ui is the mean of samples in the ith class.
Choose any samples from each class and project it onto

the null space Q of Sw to obtain the common vectors:

xicom = xim −QQTxim, i = 1, ..., C (5)

where Q = [α1...αr] is the set of orthonormal eigenvectors
corresponding to the nonzero eigenvalues of Sw, and r is the
rank of Sw .

In this way, we obtain C common vectors. The common
vector of each person is obtained by removing the differences
of face images belonging to the same person and presents
common invariant property of ith face class [12]. Then we

Table 1. Dictionary comparison of different algorithms.

Method Dictionary size Storage size Running time
NN dim× n× C large fast
SRC dim× n× C large slow
SSRC dim× (n× C + C) very large very slow
DCV-SRC (C − 1)× C small fast

apply the principal component analysis to the common vec-
tors.

Scom =

C∑
i=1

(xicom − ucom)(xicom − ucom)
T

(6)

where ucom is the mean of all common vectors.
According to Eq.(6), we form the projection matrix W =

[W1...WC−1], the eigenvectors corresponding to the nonzero
eigenvalues of Scom. Then we obtain the projection vectors
of common vectors:

Ωi = WTxicom, i = 1, ..., C (7)

where, Ωi is the discriminative common vector (DCV). DCV
only has C − 1 dimension because the rank of Scom is C − 1
when all common vectors are linearly independent. We use
the discriminative common vectors to construct a new dictio-
nary, which is defined as D̃:

D̃ = [Ω1,Ω2, ...,ΩC ] (8)

The projection vector of a testing sample xtest is Ωtest =
WTxtest, and the linear representation of Ωtest can be rewrit-
ten in terms of all discriminative common vectors as:

Ωtest = D̃a0 + z (9)

Compare Eq.(2) with Eq.(9), a main difference between
the SRC and the proposed method is the dictionary design,
and the subsequent solution of our method is similar to that
of the SRC.

In general, the number of training samples (N = n × C)
is much bigger than the number of classes, i.e., N � C. And
the number of classes is much less than the image size or the
holistic features’ dimension, i.e., C − 1 � dim. Hence, the
size of the proposed dictionary is much smaller than that of
NN, SRC and SSRC. The information of different methods is
listed in Table 1. It can be seen that the rank of the dictionary
size is SSRC, NN, SRC and our method in descending order.
In theory, NN spends less computational cost due to its simple
computation, the second is ours and the third is SRC. How-
ever, with the increase of the training size, DCV-SRC may be
faster than the NN because the low dimension of the sample.
The highest computation cost is SSRC.
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Fig. 1. The cropped images of one person from (a) ORL, (b)
AR and (c) LFW databases.

3. EXPERIMENTAL RESULTS

In this section, we experimentally compare the proposed
method with the SRC, SSRC, and NN on two simulated
datasets and a wild dataset. The goal of selecting the sim-
ulated datasets is to validate the robustness to appearance,
illumination and occlusion of the proposed method, while the
goal of selecting a wild dataset is to validate the application
performance of the proposed in real, various and complex
conditions. In the following experiments, SRC, SSRC and
DCV-SRC apply the Homotopy [13] method to solve the `1-
minimization problem with the error tolerance ε = 0.0001.

3.1. Experimental on the simulated datasets

ORL and AR datasets are used to validate the performance of
the proposed method. All images are cropped with the size
of 32 × 32. We select 3 ∼ 7 images per individual in the
datasets as the training set and the rest images as the testing
set. For a given training size, we perform 20 times for all
experiments and calculate the average recognition rates and
the standard deviations. PCA is used to reduce the dimension
of face image.

Robustness to Appearance: This experiment aims to e-
valuate the appearance robustness of the proposed method.
The ORL (Olivetti-Oracle Research Lab) [14] database con-
sists of 400 frontal-face images of 40 individuals. The facial
expressions and details also vary. The images of one person
are shown in Fig.1(a).

Table 2 shows dictionary size, accuracy and standard de-
viation of different methods implemented on the ORL dataset.
For SRC, SSRC and NN, the dictionary size dramatically in-
creases with the increase of the training size. However, the
dictionary size of DCV-SRC is fixed and always is 40 × 39
(C × (C − 1)). It can be seen that the proposed method not
only decreases the dictionary size but also achieves the high-
est recognition accuracies in various training size.

Robustness to Occlusion: This experiment aims to eval-
uate the robustness to facial occlusion. The AR database con-

Table 2. Experimental results of four methods from the ORL
dataset (Dictionary size, Accuracy(%), Standard deviation)

Method NN SRC SSRC DCV-SRC
3 120× 119 120× 119 160× 119 40×39

77.89±2.65 80.93±2.83 84.73±2.24 89.04±1.88
4 160× 159 160× 159 200× 159 40×39

85.96±2.45 88.29±2.83 90.62±2.00 93.48±2.06
5 200× 199 200× 199 240× 199 40×39

87.88±2.83 91.07±3.00 92.10±2.83 94.98±2.46
6 240× 239 240× 239 280× 239 40×39

91.22±2.45 94.69±1.73 94.31±2.00 96.12±1.82
7 280× 279 280× 279 320× 279 40×39

91.67±2.65 95.58±2.24 95.12±2.24 96.54±1.69

Fig. 2. Recognition rate on the occlusion images with sun-
glass from the AR dataset

sists of over 4,000 frontal images for 126 individuals [15]. In
the experiment, we choose a subset of the data set consisting
of 702 frontal images for 54 individuals. These images in-
clude more facial variations and disguises. Thirteen images
for an individual is shown in Fig.1(b).

First, we evaluate the performance of the proposed
method by considering the occlusion image with sunglass.
We randomly choose one image with sunglass and some neu-
tral images as the training set and the remaining images as the
testing. The average results and the standard deviations are
shown in Fig.2. It can be seen that DCV-SRC performs better
than the NN, SRC, SSRC for the sunglass occlusion images.

Next, we randomly choose one occlusion image with sun-
glass or scarf and some neutral images for the training set and
the remaining images for testing. The average results and the
standard deviations are shown in Fig.3. With the increase of
training samples, the superiority of our algorithm is obvious
and the proposed method presents a good performance for the
sunglass or scarf occlusion images.

From the above experimental results, we can see that the
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Fig. 3. Recognition rate on the occlusion images with sun-
glass or scarf from the AR dataset

proposed method is consistently higher than the others. Our
proposed method is robust to illumination, appearance, and
occlusion for face recognition, which contributes to the dic-
tionary constructed by the discriminative common vector de-
scribing the unique property of its class.

3.2. Experiments in the wild dataset

Next, the proposed method is evaluated on the popular ”La-
beled Faces in the Wild dataset”(LFW) [16]. The dataset con-
tains more than 13000 images and 1680 of the people pictured
have two or more distinct photos in the data set. It is common-
ly regarded to be a challenging dataset for face recognition
since the faces were detected from images taken from Yahoo!
News and show large variations in pose, expression, lighting,
and age etc. We use ”deep funneled” dataset and some ex-
amples are shown in Fig.1(c). In the dataset, we select all
persons with≥ 3 photos to construct a dataset, in which there
are 7613 images and 900 people. A person with the same
number of photos is classified to the same subset. Finally,
we obtain 13 subsets, in which there are 3 ∼ 15 photos per
person separately.

We carry out 13 groups of experiment to evaluate the per-
formance of DCV-SRC by ”leave-one-out” method. Fig.4
shows average recognition rates and standard deviations of
the NN, SRC, SSRC and DCV-SRC. It can be seen that the
NN is the worst, the SRC comes second. The proposed DCV-
SRC is the best in these four methods. The experimental re-
sults in the wild show that the performance of our method is
stably superior to the NN, SRC and SSRC, and also demon-
strate our method can be used for the classification in real,
various and complex conditions.

3.3. Running Time

The running time comparison of different methods is imple-
mented on the AR dataset. The number of the training sam-

Fig. 4. Experimental results of four methods from the LFW
dataset

Table 3. Average running time (ms) vs. training size using
different methods.

Training size 3 4 5 6 7
NN 0.52 0.84 1.29 1.80 2.62
SRC 1.54 2.16 3.21 4.22 5.72
SSRC 28.52 49.26 98.78 211.59 372.89
DCV-SRC 0.89 1.16 1.48 1.89 2.44

ples per class is set from three to seven. And we repeat each
experiment twenty times. All experiments are executed by
MATLAB and performed on an Intel Core i3 M380 2.0GHz
processor without any particular code optimization. The av-
erage running time per sample of each subset is reported in
Table 3. From Table 3, we can see that NN is the fastest
when the training size is small. Our method gets closer to
the NN with the increase of the training size, and DCV-SRC
is the fastest when the training size is 7. This is because our
method has the small size of the dictionary although the train-
ing size increases. In these methods, the SSRC is the most
time-consuming especially for the big training size.

All the experimental results show that the proposed
method achieves a good performance with less time cost.

4. CONCLUSION

In this paper, we propose a discriminative common vector dic-
tionary based SRC for face recognition. In the method, we ex-
tract the discriminative common vector per class to construct
a new dictionary for the SRC, which is robust to illumina-
tion, appearance and partial occlusion. Apart from the im-
provement of the recognition rate, one important contribution
of our method is the dictionary, which has much less atoms
than the original SRC based schemes. This greatly reduces
the computational cost of sparse coding. The experimental
results demonstrate the effectiveness of the proposed method.
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