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ABSTRACT

The multiplicative update (MU) algorithm has been used extensively
to estimate the basis and coefficient matrices in nonnegative matrix
factorization (NMF) problems under a wide range of divergences
and regularizations. However, theoretical convergence guarantees
have only been derived for a few special divergences. In this work,
we provide a conceptually simple, self-contained, and unified proof
for the convergence of the MU algorithm applied on NMF with a
wide range of divergences and regularizations. Our result shows the
sequence of iterates (i.e., pairs of basis and coefficient matrices) pro-
duced by the MU algorithm converges to the set of stationary points
of the NMF (optimization) problem. Our proof strategy has the po-
tential to open up new avenues for analyzing similar problems.

Index Terms— Nonnegative Matrix Factorization, Multiplica-
tive Update Algorithm, Convergence Analysis, Nonconvex Opti-
mization, Stationary Points

1. INTRODUCTION

Nonnegative Matrix Factorization (NMF) has been a popular dimen-
sionality reduction technique, due to its non-subtractive and parts-
based interpretation on the learned basis [1]. In the general formula-
tion of NMF, given a nonnegative matrix V € RiXN , one seeks a
nonnegative basis matrix W € Ri *& and a nonnegative coefficient
matrix H € RfXN such that V.~ WH. One usually solves

min [Z(W, H) 2 E(VHWH)] . 1)

W>0,H>0

In (1), D(-||-) denotes the divergence, or distance, between two non-
negative matrices. In the NMF literature, many algorithms have
been proposed to solve (1), including multiplicative updates (MU)
[2,3], block principal pivoting (BPP) [4], projected gradient descent
(PGD) [5], active set methods (ASM) [6] and the alternating di-
rection method of multipliers (ADMM) [7]. However, some algo-
rithms only solve (1) for certain divergences D(-||-). For example,
the BPP and ASM algorithms are only applicable to the squared-
Frobenius loss. Among all algorithms, the MU algorithm is arguably
the most widely applicable—it has been applied to NMF with the a-
divergence [8], the 3-divergence [3], the -divergence [9], the oS-
divergence [10], etc. However, despite its popularity and wide ap-
plicability, it is largely an heuristic algorithm in the sense that little
of its convergence properties is known. In particular, most works
[2,3,8] show that the sequence of objective values {£(W* H)}22,
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in the MU algorithm is nonincreasing and hence converges. How-
ever, the convergence of objective values does not imply the conver-
gence of the sequence of matrix pairs {(W*, H")}2,, whose limit
points (if they exist) serve as candidates for the output of the MU
algorithm. Moreover, when the MU algorithm is used on real appli-
cations, such as music analysis [11], topic modeling [1] and source
separation [8], the limit points of {(W*, H*)}$2, are meaningful
and representative of the latent factors. Thus, the convergence prop-
erties of {(W* H*)}$2,, and in particular the properties of its limit
points, are of fundamental importance.

1.1. Related Works

Due to the nonconvex nature of (1), algorithms that guarantee to
converge to the global (or local) minima of (1) are in general out-
of-reach. Indeed, [12] has shown that (1) is NP-hard. Thus existing
works mainly study convergence to the stationary points (see Def-
inition 3) of (1).! For the MU algorithm, some previous works on
its convergence include [15-17]. For simplicity, all of the MU al-
gorithms in these works only consider a special case of (1), namely
D(V|WH) = 1|V - WH]||?.. In particular, a principled and
rigorous analysis was performed in [15]. In [15], Lin modifies the
MU algorithm proposed in [2], and shows the sequence of iterates
{(W*,H")}2, generated by this algorithm converges to the set of
stationary points2 of (1). Later, the authors of [16] and [17] propose
different modifications of the MU algorithm in [2] and then pro-
vide sound convergence analyses accordingly. In another interesting
research direction, [18] studies the stability of local minima of (1)
under the MU algorithm, when D(-||-) belongs to the family of S-
divergences. However, it cannot resolve whether (and when) the MU
algorithm converges to any local minimum of £(-,-). For other al-
gorithms that aim to solve (1), some rigorous convergence analyses
have been done in [19-21]. However, all of the analyses are confined
to some special cases of D(-||), including the Ttakura-Saito (IS),
(generalized) Kullback-Leibler (KL) or squared-Frobenius losses.

1.2. Challenges and Main Contributions
Despite the rigorous analyses in previous works [15-17], some im-
portant questions still remain unresolved:

1. Is convergence analysis possible for the MU algorithm when
D(+||-) is not the squared-Frobenius loss?

2. Inaddition, is convergence analysis possible for the MU algo-
rithm when the loss function ¢(+, -) also includes regularizers?

1Under certain assumptions on the data matrix V, e.g., the separability
conditions proposed in [13], polynomial-time algorithms for exact NMF have
been proposed, e.g., [14]. However, in most applications in signal process-
ing and machine learning, V is contaminated by noise, thereby making the
assumptions leveraged in these works invalid.

2See Definition 4 for the definition of convergence of a sequence to a set.
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3. Furthermore, instead of a case-by-case study, is a unified con-
vergence analysis possible?

These questions naturally arise due to the importance of utilizing
h-divergences and regularizers in various applications. Indeed, in
many practical applications, the objective function (1) is not the
squared-Frobenius loss. For example, the IS divergence is used in
music analysis [11] and the KL divergence is often used in topic
learning [1]. The use of such divergences can be justified from both
theoretical (i.e., maximum likelihood considerations) and practical
viewpoints. For details, see [11,22]. In addition, to enhance the in-
terpretability of the learned dictionary and coefficient matrices, regu-
larizers on W and/or H are typically employed. For example, the ¢;
regularization on columns of H promotes sparsity on the columns,
hence each data sample (a column of V) can be represented parsi-
moniously by a subset of feature vectors (columns of W).

The above questions cannot be addressed by straightforward
generalizations of the analysis techniques in [15-17]. Therefore,
in this work, based on the block majorization-minimization frame-
work [23,24], we propose a unified convergence analysis for the MU
algorithm when £(-, -) includes both h-divergences and regularizers.
We show that the sequence of iterates {(W?*, H*)}$2; has at least
one limit point and any limit point of this sequence is a stationary
point of (1). We leverage the regularity properties of both the objec-
tive and surrogate functions.® In particular, the surrogate functions
of interest to us here are termed first-order surrogate functions.
Thus, as a side contribution, we also provide a principled and sys-
tematic way to construct first-order surrogate functions. Moreover,
we also provide a theoretical justification of a popular heuristic,
which involves adding a small positive constant to the denominator
of the multiplicative factor. This heuristic not only preserves the
numerical stability, but also ensures the joint coercivity of the loss
function £(-,-). As a result, the existence of the limit point(s) of
{(W* H")}:2, can be proved.

1.3. Notations

In this paper we use R, R 1 and N to denote the set of nonnegative
real numbers, positive real numbers and natural numbers (exclud-
ing zero) respectively. For n € N, we define [n] = {1,2,...,n}.
We use boldface capital letters, boldface lowercase letters and plain
lowercase letters to denote matrices, vectors and scalars respectively.
For a vector x, we denote its i-th entry, £1 and /2 norms as x;, ||x||;
and ||x||,, respectively. For a matrix X, we denote its (¢, j)-th entry
as z;; and its £1,1 norm as || X[, , £ 3 |Ix:ll,- In addition, we
use X = 0 and X > 0 to denote entrywise zero and nonnegativity.
For matrices X and Y, we use X ® Y and (X,Y) to denote their
Hadamard product and Frobenius inner product respectively. We use
= to denote equality up to additive constants.

2. PROBLEM FORMULATION

2.1. Definition of h-Divergences

Before introducing the notion of h-divergences, we first define an
important function
(' =1)/t, teR\{0}
h(v,t) £ {

yVER L. (D)
logv, t=20

3Informally, a surrogate function is a function that upper bounds the orig-
inal function and is tight at some point(s) in the domain. See Definition 2 for
a precise definition.

Definition 1 (h-divergences; [25]). Givenany V € REXN , adiver-
gence D(V|-) : RY*N — Ry is called a h-divergence if for any
Ve R "™, there exist a constant P € N\ {1}, such that

F

P N
DVIV)E S (szpijh(@p@), £p> -
p=1

i=1 j=1

where ‘=’ omits constants that are independent of V and tps Vpij, Cp
and &, are all real constants independent of V. Moreover, {(, }5:1
are distinct.

Remark 1. First, note that the h-divergences include many important
classes of divergences, including the families of « (o # 0), 3, 7,
a-f and Rényi divergences.* All of these divergences have been
applied in the NMF literature [3,8-10,27]. Second, when p, = £, =
1, for any p € [P], D(V]||-) is separable across the entries of V.ie.,
D(V|[V) £ SE Zjvzl 25:1 Vpijh(Vij, Cp). In the sequel, we
term such a divergence as separable h-divergence. In particular, any
member in the families of o (o« # 0) or B-divergences is separable.
For example, taking P =2, Viij = —Uij, C1 =0, V2ij = 1 and
¢2 = 1, we obtain the KL divergence, which belongs to both the a-
and S-divergence families.

2.2. Optimization Problem

We focus on the following optimization problem

min (W, H), 4)

FxK KxN
WE]R+ 7HE]R+

where K < min(F, N) and

2 2
(W, H) £ D(V|WH) + Y Xii(W) + > X;j¢;(H). (5)
i=1 j=1
In(5), Ve RUN (A, A1} C R, {A2, X2} C Ry and for any
nonnegative matrix X, ¢1(X) = [ X[, ; and ¢2(X) 21|13

Remark 2. We explain why we focus on the so-called elastic-net
regularizer [28] on (W, H). This regularizer includes the ¢1,; and
Tikhonov regularizers as special cases, both of which are widely
used in NMF. Specifically, the ¢1,; regularizer promotes element-
wise sparsity on the basis matrix W and coefficient matrix H [29].
The Tikhonov regularizer promotes smoothness on (W, H) and also

1>

prevents overfitting [30]. Second, the positivity of A\, and A orig-
inates from a commonly used heuristic in the MU algorithm that
ensures numerical stability in the updates. See Remark 4 for details.

3. ALGORITHMS

3.1. First-Order Surrogate Functions and General Framework

Definition 2. Given a finite-dimensional real Banach space X =
7%, X; and let x £ (x1,...,2,) € X, where for any i € [n],
x; € AX; is the i-th block of z. Consider a differentiable function

“4In particular, some important instances in the h-divergences include the
Hellinger, IS, KL and squared-Frobenius divergences. When o = 0, the cor-
responding divergence is called the dual (generalized) KL divergence. With
slight modifications of our methodology, all the propositions and theorems
in this paper will also hold for this case. See Section 5.3 in the extended
version [26] for details.
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f: X — R. Forany i € [n], afirst-order surrogate function of f
for the i-th block =, Fi(-|) : X; x X — R satisfies
(P1) F;(z;|z) = f(T),forany T € X,
P2) Fi(zi|z) > f(T1,...,Ti,...,Tn), forany (x;, T) € XixX.
(P3) F;(-|-) is differentiable on X; x X and for any = E X, there
exists a function g(- | ) : X; — Rsuchthat V,, Fi(z; | ) =
g(zi/%; | T), for any x; € A,
(P4) V., F;(Z:|Z) = Vf(T), forany T € X,
(P5) F;(-|) is strictly convex on X, forany = € X.

If F;(- | -) only satisfies (P1) to (P3), it is called a surrogate function
of f for x;.

Remark 3. We now explain the implications of the five properties in
Definition 2. First define

z; £ argmin F;(2:|2), ©)
T, €EX;

where the uniqueness of the minimizer in (6) is guaranteed by (P5).
Moreover, define z* £ (Z1,...,z},...,Tys), then (P1) and (P2)
together ensure f(z*) < f(Z). (P3) ensures the minimization in (6)
yields the multiplicative update. (P4) justifies the term “first-order”,
and its implication will be seen in the proof of Theorem 1.

The framework of multiplicative updates for the h-divergences
is shown in Algorithm 1, where G1(+|-) and G2(-|-) denote the first-
order surrogate functions of £ for W and H respectively.

3.2. Construction of First-Order Surrogate Functions and
Derivation of Multiplicative Updates

Proposition 1. Let V. € RN and D(V|-) be a separable h-
divergence, then there exist Cmin, (max € R, Cmin < C(max, such
that

GWIW.D) £ 303 [t A (22 o

Wik

+2)\2wlkh ( ,gmax) - lszkh (’lﬁlk ; lell>:| (7)
Wik )

Wik

is a first-order surrogate function of £ for W at (V~V7 ﬁ) up to some
additive constant (independent of W ). Here St and S~ (both in
RiXK ) are defined as the sums of positive and unsigned negative

terms (cf. [2]) in Vw D (V| WH) |W _vv Tespectively.

Proof Sketch.  First we show G(W|W, H) is a surrogate function,
i.e., it satisfies (P1) to (P3), by constructing it using the up-merging
and down-merging techniques introduced in [25]. Indeed,’

G = max{Q)} 5y U fsgn(h), 2sen(A)}, (8

Gmin = min{G 11, ©)
where for all p € [P], (;, £ 1if (, € (0,1) and () = Gp otherwise.
Proving (P4) involves verlﬁcatlon of VwG(W|W, H) |w=v~v =
VWE(W,H ‘W:VV‘ To show (P5), it suffices to show for any
(i,k) € [F] x [K] and W € RY*¥, -2 G(W|W,H) > 0. See
Section 5.1 in [26] for the detailed steps in the proof. O

SFor a nonnegative scalar z, sgn(z) = 1if 2 > 0 and sgn(z) £ 0

otherwise.

Algorithm 1 General Framework for Multiplicative Updates

Input: Data matrix V, latent dimension K,
weights {1, )\1} C Ry+ and {2, /\2} C R+
Initialize basis matrix W?, coefficient matrix H® and iteration
indext :=0

regularization

Repeat
W = argmin G, (W|W' H) (11)
weRf ¥ K
H't' .= argmin Go(H/W'™ H") (12)
Her XN
ti=t+1 13)

Until some convergence criterion is met
Output: Learned basis matrix W and coefficient matrix H

By setting Vw G(W|W, H) to zero, we obtain the correspond-
ing multiplicative updates.

Proposition 2. Let V, D(V||-), Cmax> Cmin, ST and S~ be given
as in Proposition 1. For any (i, k) € [F] x [K], the multiplicative
update corresponding to (11) in Algorithm 1 admits the form®

1/(Cmax‘<min>
) 10)

1 L 1 ~
sh A+ 200Wik + A1

Remark 4. In (10), the presence of a small A\; > 0 ensures numer-
ical stability, i.e., it prevents division by extremely small numbers
(which may lead to numerical overflow). As a popular heuristic [10],
a small positive number is usually added to the denominator of the
multiplicative factor artificially. Here we establish the connection
between this small number and ¢; regularization for separable h-
divergences, thereby theoretically justifying this heuristic.”

Next, we consider nonseparable h-divergences. By the convex-
ity (or concavity) of h(-,t), (3) is a difference-of-convex (DC) func-
tion [31]. Therefore, by using either a first-order Taylor expansion
or Jensen’s inequality, the nonseparable case can be easily converted
to the separable case. Such standard techniques are well-studied in
the literature. For details, see [25,32].

To better illustrate our general multiplicative updates in (10), we
employ the family of a-divergences as a concrete example.® The
details are deferred to Sections 5.2 and 5.3 in [26].

4. CONVERGENCE ANALYSIS

4.1. Preliminaries

Definition 3 (Stationary points of constrained optimization prob-
lems). Given a finite-dimensional real Banach space X, a differ-
entiable function g : X — Randaset K C X, zg € K is a sta-
tionary point of the constrained optimization problem minzex g(z)
if (Vg(xo),z — z0) > 0, forall z € K.

Define X £
of notation, we write £(X)

[WT H] S fo(FjLN) and with a slight abuse
£ ((W,H). Thus by Definition 3,

SHere W (resp. ﬁ) denotes the value of basis (resp. coefficient) matrix at
the current iteration (iteration t), and W (resp. H) denotes the value of basis
(resp. coefficient) matrix at the next iteration (iteration ¢ + 1).

7This connection has been observed for some special h-divergences [3,
29], but here we provide a more general and unified discussion.

8Both cases o # 0 and a = 0 will be discussed.
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we have that (W, H) is a stationary point of (4) if and only
(Vxt(X),X —=X) > 0, forany X € RfX(FH\U, where X
[W' H]. In particular, this is true if

> =

(Vwt(W,H),W - W) >0, YW e RT** (14
(Val(W,H),H-H) >0, VH € RV, (15)

Remark 5. In some previous works (e.g., [15]), stationary points are
defined in terms of KKT conditions, i.e.,

W>0, H>0 (16)
Vwi(W,H) >0, Vaé{(W,H)>0 17
WO VwWI(W,H) =0, HO Va/(W,H) =0. (18)

Since both W and H are nonnegative, it is easy to show these three
conditions are equivalent to (14) and (15). In our analysis, we will
use (14) and (15) for convenience.

Definition 4 (Convergence of a sequence to a set). Given a finite-
dimensional real Banach space X, a sequence {x,}n=; in X
is said to converge to a set A C X, denoted as =, — A, if
limy,— o0 infaen ||z — al| = 0.

Lemma 1 ([33]). Let X, {z}5=1 and A be given in Definition 4.
xn — Aif and only if every limit point of {xn }5; lies in A.

4.2. Main Result

Theorem 1. Forany V € RiXN, K €N, {)\1,}1} C Ry and

{X2, X2} C Ry, the sequence of iterates { (W', H')}$2 | generated
by Algorithm I converges to the set of stationary points of (4).

Proof. First, by Lemma 1, it suffices to show every limit point of
{(W*, H")}2, is a stationary point of (4). Since {\1, A1} C R4,
(W,H) — ¢(W,H) is jointly coercive [33] in (W, H). In addi-
tion, the continuous differentiability of h(-, t) implies the joint con-
tinuous differentiability of (W, H) — ¢(W, H) in (W, H). Hence

So 2 {(W,H) € REK 5 RN | (W, H) < E(WO,HO)}

is compact. Since the sequence {£/(W*, H!)}{2; is nonincreasing,
{(W*, H")}2; C So. By the compactness of So, {(W?*, H")}22,
has at least one limit point. Pick any such limit point and denote it
as (W, H). For convenience, define

w2 Ht/Q) t even
WLt/2J+17HLt/2J) . todd

1>

VA and Z 2 (W, H) .

Then there exists a subsequence {Zt } that converges to VA
and {t;}52, are all even. Moreover, there exists a subsequence of
{z'" };); denoted as {Z":~'} ™, such that Z*3i ~
to (possibly) some other limit point Z’ £ (W’ H') as i — oco.
Next we show Z = Z’. By the update rule (12), we have

1 converges

H"/? = argmin G2 (H|ZY: "), Vi€ N. (19)

KxN
HeRY

Here we use Vwl(W,H) and Vgl(W,H) to
Vwi(W,H) |W:W and Vi {(W, H) }H - respectively.

denote

Thus for any ¢ € N,

Go(HY:/?|Z5:71) < Go(H|ZY:i 1), VH e RE*N. (20)

By (P2), we also have for any ¢ € N,
U(ZY:%) & g(Whi 2 ] 2) < Go(HY: |25, @21
Taking ¢ — oo on both sides of (20) and (21), we have
U(Z) < G2(H|Z') < G2(H|Z'), VH e RN, (22)

by the joint continuity of G2(+|-) in both arguments in (P3). Thus
H = argmin G2(H|Z'). (23)
Her{ <N
Taking H = H' in (22), we have

0(Z) < G2(H|Z)) < Go(H'|Z)) £ (2. (24)

Since {£(Z")}22, converges (to a unique limit point), we have
£(Z) = £(Z'). This implies that £(Z) = G2(H|Z’). Then for any
H e RN,

G2(H|Z') < G2(H|Z').  (25)

Go(H'|Z) = U(Z) = 0(Z) =

This implies that
H' = argmin G2(H|Z). (26)
Her XN
Combining (23) and (26), by the strictly convexity of G2(~\2’) in
(P5), H = H'. By symmetry, we can show W = W', hence
7 = 7/. Thus (25) becomes

G2(H|Z) < G2(H|Z), VH € RE*Y. 27)
Now, the convexity of Gz (-|Z) implies that

<VHG2(ﬁ|2),H—ﬁ> >0, VHeRSN,  (28)

From the first-order property of Ga(-|Z) in (P4), we have
<VH€(W,ﬁ),H—ﬁ> >0,VHeRN, (29
Similarly, we also have
(Twl(W,H), W - W) >0, vW e RIS (30)

The variational inequalities (29) and (30) together show that (W7 fI)
is a stationary point of (4). (]

Remark 6. We now provide some intuitions of the proof. We first use
the positivity of A1, A1 to assert that S is compact. This allows us to
extract convergent subsequences. The most crucial step (27) states
that at an arbitrary limit point of {Z 1921, denoted as Z = (W, H)

H serves as a minimizer of G (+|Z) over RN, By symmetry, w

also serves as a minimizer of Gy (-|Z) over REXK. In the single-
block case, this idea is fairly intuitive. However, to prove (27) in the
double-block case, we consider two subsequences {Z":}$2, and
{Z':71}$2,. In each sequence, only W or H is updated. Then
we show these two sequences converge to the same limit point. This
implies the Gauss-Seidel minimization procedure [33] in the double-
block case is essentially the same as the minimization in the single-
block case. The claim then follows immediately.

Acknowledgements: The authors would like to sincerely thank
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