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ABSTRACT

Lips deliver visually active clues for speech articulation. Af-
fective states define how humans articulate speech; hence,
they also change articulation of lip motion. In this paper,
we investigate effect of phonetic classes for affect recogni-
tion from lip articulations. The affect recognition problem
is formalized in discrete activation, valence and dominance
attributes. We use the symmetric KullbackLeibler divergence
(KLD) to rate phonetic classes with larger discrimination
across different affective states. We perform experimen-
tal evaluations using the IEMOCAP database. Our results
demonstrate that lip articulations over a set of discrimina-
tive phonetic classes improves the affect recognition perfor-
mance, and attains 3-class recognition rates for the activation,
valence and dominance (AVD) attributes as 72.16%, 46.44%
and 64.92%, respectively.

Index Terms— Affect Recognition, Emotion Recogni-
tion, KullbackLeibler Divergence, Phoneme,Lip articulations

1. INTRODUCTION

Emotional content in a conversation helps deliver the ac-
tual meaning. Affect recognition received increased atten-
tion from researchers due to its practical applications in the
fields of human-machine interaction, psychology and soci-
ology. In psychology, emotions are represented either by a
set of discrete emotional models [1] or by multi-dimensional
continuous attributes [2]. Discrete emotional categories in-
clude anger, disgust, fear, happiness, sadness, and surprise,
whereas a vector of affect attributes can define different levels
of emotions. A common continuous emotional space defines
activation, valence and dominance (AVD) attributes, which
describe intensity, positivity/negativity, and degree of control.

Early studies on affect recognition have commonly used
the discrete emotional models; however, recently affect
recognition has been carried over the continuous attributes
[3–7]. Multiple cues have been used in the literature for
the purpose of affect recognition. Some studies used sin-
gle modality [8, 9], while some others utilized multimodal
systems, which include speech, facial expressions, head and
full body movements [5, 6, 10]. In an early study, emotion

recognition was investigated on phoneme level speech articu-
lations [11]. The researchers showed that there are variations
across emotional states in the spectral features at the phoneme
level, especially with the vowel sounds. In a later study [12],
they modeled the spectral information at the phoneme level
to categorize discrete emotions, using prosodic features of
speech to classify a discrete set of basic emotions. They
explored the significance of different classes of phonemes
(vowels, glides, nasals, fricatives and stops) for the purpose
of emotion recognition, and observed only categorical emo-
tional labels and examined the broad phonetic classes. For
discrete emotion recognition from images, [13] used local bi-
nary patterns(LBP) features as input to convolutional neural
network(CNN) models. They reported their results on Emo-
tion Recognition in the Wild Challenge (EmotiW 2015) and
Static Facial Expression Recognition sub-challenge (SFEW).
The Significance of the lower facial area for mapping speech
to facial gestures, in the presence of emotional content, was
discussed by [14]. They also explored this relation for differ-
ent phoneme classes (vowel, nasals, glides, stops, consonants
etc.), and showed that lower facial area is more active as
compared to upper face, when exposed to emotional content.

Using both audio and visual features to classify affect was
also discussed in [10], where the researchers used context de-
pendent models. They presented their results for three level
affect recognition from speech only, face only and a combina-
tion of both speech and face by using Hidden Markov Models
(HMM). Their findings showed that valence can be better rec-
ognized by complete facial features while activation achieves
better results with speech features. The maximum accuracy of
classification was 61.92% for activation using audio features
and 51.36% by using complete facial features. For valence
they reported a classification accuracy of 49.99% using audio
features and 60.98% using facial features.

The Impact of affect on articulatory precision was investi-
gated in [15]. Analyzing the formant position of vowel sounds
under different affective states, the researchers suggested that
arousal and valence have a sizable influence on formant po-
sitioning. Another contribution for affect recognition on the
phoneme level was performed by [16]. Using only MFCC
features extracted per utterance, they classify binary levels
of arousal. They claim that using only a set of 7 vowels,
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which they referred to as distinctive vowels, can also attain
almost equal or little less recognition rate over word and ut-
terance levels. In this study, we investigate the effect of pho-
netic classes for affect recognition from lip articulations. The
affect recognition problem is formalized in discrete activa-
tion, valence and dominance attributes. A set of discrimina-
tive phonemes, which improve the affect recognition perfor-
mance, is identified. The reminder of this paper is organized
as follows. In Section 2, we describe the proposed methodol-
ogy for the affect recognition from lip articulations. we give
experimental evaluations in Section 3. Finally, conclusions
are discussed in Section 4.

2. METHODOLOGY

In this section, we first define the database, which includes
a rich set of lip articulation data from affective interactions.
Then, the lip feature representation is given. Later, we de-
scribe a scoring function to select phonemes, which are most
discriminating for the affect recognition problem. Finally, we
define the affect recognition framework.

2.1. Data Set

In our analysis and experimental evaluations, we used the in-
teractive emotional dyadic motion capture database (IEMO-
CAP), which is designed to study expressive human interac-
tions [17]. The IEMOCAP is an audiovisual database, which
also provides motion capture data of face, head and partially
hands. It comprises spontaneous conversations between pairs
of professional actors in dyadic interaction sessions. The cor-
pus has five sessions with ten actors taking part in dyadic in-
teractions. In each session, actors play three scripts and im-
provise eight hypothetical scenarios to elicit rich emotional
reactions. Recordings of each session are split into clips. The
total number of clips is 150 with a total duration of approx-
imately 8 hours. Motion capture of the face has 53 markers,
where 8 markers are placed on the lips. For every sentence
phonetic transcriptions are also available in the database. The
emotional content was annotated by human annotators on the
sentence level either in categorical labels (angry, happy, ex-
cited, sad, frustrated, fearful, surprised, disgusted, neutral and
other) or in dimensional descriptions of valence, activation
and dominance. Value 1 denotes very low activation, dom-
inance and very negative valence and 5 denotes very high
activation, dominance and very positive valence. Those la-
bels were assigned values between 1 and 5 and were averaged
across 2-3 annotators [17].

In our experiments, we quantize AVD attribute values, A,
into three levels as used in [10],

Q(A) =


A1 if 1 ≤ A ≤ 2,

A2 if 2 < A < 4,

A3 if 4 ≤ A,

(1)
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Fig. 1. Horizontal and vertical lip distances

where A1, A2 and A3 are representing the low, medium and
high levels of activation, dominance and valence attributes.

2.2. Feature Extraction

We computed four distance features using the x, y, z coor-
dinates of 8 lip markers to define the frame level lip feature
vector. The lip feature is comprised of one horizontal and
three vertical lip distances as shown in Figure 1. We extracted
statistical functionals of the lip feature vectors over temporal
windows to define the segment level lip feature vectors. A
total of 11 statistical functionals used were: mean, standard
deviation, skewness, kurtosis, range, min, max, first quantile,
third quantile, median quantile, and inter-quantile range [4].
The segment level 44-dimensional lip feature vectors, f , was
computed over phoneme duration. Phoneme boundaries were
used as provided by the IEMOCAP database.

2.3. Discriminative Phoneme Selection

We investigated how statistical characterization of the seg-
ment level lip features changes across different levels of af-
fect state for each phoneme. For this purpose, we defined a
symmetric KullbackLeibler divergence (KLD) of lip features
f given affect state and phonetic class as

Dmn(f |p) = KLD(P (f |Am, p), P (f |An, p)), (2)

where P (f |Am, p) is the conditional probability mass func-
tion of f given affect level Am for phoneme p. The symmetric
KLD is defined over probability mass functions X() and Y ()
as

KLD(X,Y ) =
∑
j

X(j)log
X(j)

Y (j)
+
∑
j

Y (j)log
Y (j)

X(j)
.

(3)
As the discrimination of affect requires significant changes

of the distributions across different affect levels, we defined a
cumulative distance function S(f |p) for each phoneme as,

S(f |p) = wp(D12(f |p) +D23(f |p) +D13(f |p)), (4)
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where wp is the frequency of occurrence of phoneme. Note
that, the cumulative distance function S(f |p) is expected
to output larger distances if lip feature distribution changes
largely over affective states.

2.4. Affect Classification

We used the segment level lip features to classify 3-level dis-
crete affect values, and used the Support vector machine of
LIBSVM [18] with radial basis kernel function as the clas-
sifier. Affect labels at sentence level, which are assigned by
annotators, were used as ground truth to train and validate the
classifiers. Classification task was performed at phoneme and
sentence levels. These two approaches are briefly described
in the following sub-sections.

2.4.1. Phoneme Level Classification

In the phoneme level classification, a classifier was con-
structed for each phoneme. The 44-dimensional segment
level lip feature vectors, which were extracted over each oc-
currence of a phoneme, were used as input features. Over all
the dataset, using the provided phoneme boundaries, all seg-
ments of each phoneme were extracted. Affect state level of
each phoneme segment was extracted from the sentence level
annotations. Classifiers were constructed for each phoneme
and affect classification was evaluated over phoneme seg-
ments.

2.4.2. Sentence Level Classification

In the sentence level classification, we investigated two strate-
gies: decision fusion and data fusion. In decision fusion, we
applied the majority voting over the phoneme level classifier
outputs. In the data fusion, we constructed segment level lip
feature vectors over all duration of the sentence, and trained
sentence level classifiers. On sentence level, we also investi-
gated the use of discriminative set of phonemes to the classi-
fication performance.

3. EXPERIMENTAL EVALUATIONS

3.1. Results on Discriminative Phonemes

Over the whole database, we first computed the conditional
probability mass functions for the lip features, then the cu-
mulative distance functions were evaluated for each phoneme
and for each affect attribute. We observed that more than 80%
of the phonemes exhibiting higher KLD score were common
in all three dimensions of affect, so we sorted the phonemes
with respect to the average of distances over three affect at-
tributes. Figure 2 and 3 respectively plots the cumulative dis-
criminative distances of vowels and consonants according to
manner and place of articulation. Note that discriminative dis-
tance gets lower as color gets darker. Hence, phonemes that

Fig. 2. Cumulative discriminative distances of vowels accord-
ing to manner and placement of articulation

Fig. 3. Cumulative discriminative distances of consonants ac-
cording to manner and placement of articulation

are discriminating affective states better with the lip features
have lighter colors. Among the vowels, the least discrimina-
tive region is observed as jaw opens and tongue is at back,
and we select /IY/, /EH/, /AA/, /AX/, /AXR/, /AH/, /UH/, /UW/,
/OW/ as the discriminative vowels for lip driven affect recog-
nition.

Similarly among the consonants, the voiced palatal /Y/
and the voiced alveeolar /Z/ are the top two most discrimina-
tive phonemes for the affect recognition. On the other hand,
the labio-dentals /F/ and /V/ and alveo-palatals /SH/, /ZH/,
/CH/, /JH/ are among the least discriminative phonemes. We
select /P/, /W/, /TH/, /T/, /TD/, /DH/, /Z/, /DD/, /L/, /Y/, /NG/
as the discriminative consonants for lip driven affect recogni-
tion.

In Figure 4, we present the top 10 most discriminative and
bottom 5 least discriminative phonemes for the affect recog-
niton task.

3.2. Classification Results

Classification experiments are organized in a leave-one-
speaker-out cross validation scheme. Within our experiments,
we use two performance evaluation methods: unweighted av-
erage accuracy (UA), which is the sum of all class accuracies,
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Fig. 4. KLD Score of top 10 and bottom 5 phonemes

Table 1. Comparison of sentence level weighted (WA) and
unweighted (UA) classification accuracies of AVD attributes
with selected phonemes and all phonemes using data fusion.

Classification Accuracy (%)
All Phonemes Selected Phonemes

A V D A V D
WA 71.40 45.43 61.79 72.13 46.44 64.47
UA 40.37 38.82 38.53 41.42 42.33 39.61

divided by the number of classes, and weighted accuracy
(WA), which is the number of correctly recognized labels
divided by total number of occurrences. The results pre-
sented here are generated as speaker independent results. We
compare classification performance of affect recognition task
using all phonemes and the selected list of discriminative
phonemes. Table 1 reports the sentence level classifica-
tion performances using the data fusion. Similarly, Table 2
presents the sentence level classification performances using
the decision fusion. Note that unweighted accuracy scores
are in general lower, since number of samples from the affect
state levels are unbalanced. We observe classification perfor-
mance improvements with the selected list of discriminative
phonemes for all affect attributes.

Table 2. Comparison of sentence level weighted (WA) and
unweighted (UA) classification accuracies of AVD attributes
with selected phonemes and all phonemes using decision fu-
sion.

Classification Accuracy (%)
All Phonemes Selected Phonemes

A V D A V D
WA 71.86 45.59 64.74 72.16 46.16 64.92
UA 39.77 35.12 38.11 42.65 36.33 38.98

4. CONCLUSION AND FUTURE WORK

In this paper, we investigate the role of phonemes for affect
recognition under lip articulations. We observe that using
only lip features can attain affect recognition performance
higher than the random. Our results also suggest that a se-
lected list of discriminative phoneme articulations can better
classify all affect attributes using only the lip features. These
results are encouraging for the use of lip articulations in mul-
timodal affect recognition systems.

We also deliver an analysis of discriminative phonetic
classes for the lip driven affect recognition as a function of
manner and place of articulation. Extensive studies in this di-
rection have potential to improve contribution of lip modality
to the affect recognition systems.
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