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ABSTRACT

Since pedestrians in videos have a wide range of appearances
such as body poses, occlusions, and complex backgrounds,
pedestrian detection is a challengeable task. In this paper,
we propose part-level fully convolutional networks (FCN) for
pedestrian detection. We adopt deep learning to deal with
the proposal shifting problem in pedestrian detection. First,
we combine convolutional neural networks (CNN) and FC-
N to align bounding boxes for pedestrians. Then, we per-
form part-level pedestrian detection based on CNN to recall
the lost body parts. Experimental results demonstrate that the
proposed method achieves 6.83% performance improvement
in log-average miss rate over CifarNet.

Index Terms— Bounding box alignment, convolutional
neural network, deep learning, fully convolutional networks,
part detection, pedestrian detection

1. INTRODUCTION

Pedestrian detection is a key problem for visual surveillance,
automotive safety, and robotics applications. Pedestrians
in videos have a wide variety of appearances: Body poses,
occlusions, clothing, lighting, and complex backgrounds.
Pedestrian detection in videos has received much attention by
researchers in the computer vision field [1, 2, 3, 4, 5]. Part-
based detection is able to deal with the occlusion problem
in pedestrian detection. Felzenszwalb et al. [6, 7] proposed
a star model to search the whole image for detecting body
parts. These works [8, 9, 10, 11, 12] inspired researchers to
consider part detection in pedestrian detection. Deep learning
has a relatively short history in pedestrian detection. The first
work was an unsupervised model for limited labeled training
data proposed by Sermanet e al. [13]. Then, a series of re-
search works [8, 9, 10, 11] considered part detection in their
deep model. DBN-Isol [8] extended the deformable parts
model (DPM) [6, 7] with a deep belief network to estimate
visibility of a pedestrian. JointDeep [9] was a deep model
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Fig. 1. Proposal shifting examples. Colored boxes are detec-
tion proposals, while black boundaries represent ground truth.

to generate feature extraction, occlusion handling, deforma-
tion and classification in single network. SDN [11] used a
switchable Restricted Boltzmann Machines (RBMs) variant
to extract high-level features for body parts. Some successful
general object detectors [3] were also applied to pedestrian
detection tasks. Hosang et al. [14] analyzed the feasibility of
an R-CNN framework for pedestrian detection. Considering
part detection, Tian et al. [12] proposed a body part pool
that the detector could map templates onto various occluded
samples. However, it is still hard to apply common object
detection methods to the pedestrian detection task. [3] ob-
tained detection proposals by semantic segmentation [15],
but required high computational costs for pedestrian detec-
tion. It produced thousands of detection proposals per image,
and thus made pedestrian detection difficult. Thus, current
convolutional neural network (CNN) detectors for pedestrian
detection [8, 9, 10, 11, 16, 17, 12, 18, 14] have employed de-
tection proposals to guide pedestrian detection, thereby pre-
venting redundant exhaustive search on images. JointDeep
[9] and SDN [11] used "HOG+CSS” as features and a Linear
SVM as the classifier to generate detection proposals (HOG:
Histogram of oriented gradient, CSS: Color-self-similarity).
The "HOG+CSS+SVM” detector recalled most pedestrian
candidates from images. Also, the performance of the CNN
detector was improved by hard negatives because the false
positives are simultaneously hard negative samples for train-
ing. Other detection proposals were generated by ACF [19],
LDCEF [20], SquaresChnFtrs [21], and checkerboards [22].

Based on the careful observations on detection proposals, we
have found that there exists the proposal shifting problem
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Fig. 2. Whole framework of the proposed method.

(PSP) in detection proposals which causes the loss of body
parts. As shown in Fig. 1, the detection proposal has var-
ious types of PSP, and sometimes contains no head or leg.
Thus, part-based proposal alignment is needed for accurate
pedestrian detection. In this paper, we propose part-level
FCNs for pedestrian detection. We combine CNN and FCN
to obtain the confidence map and align detection proposal.
Our pedestrian detector is composed of one body detector and
four part detectors. We combine confidence maps from body
and part detectors to estimate the pedestrian location by their
FCNs. Based on the combined confidence map, we perform
bounding box (BB) alignment to obtain accurate pedestri-
an locations from detection proposals. Finally, we combine
body and part scores to produce the detection score. Fig.
2 illustrates the whole framework of the proposed method.
Compared with existing methods, our main contributions are
as follows: (1) We design a part-level detection framework
(one body detector and four part detectors) to recall the lost
body parts in detection proposals; (2) We utilize FCN to pro-
duce the confidence map from each detector and combine
CNN with FCN for BB alignment. Therefore, we achieve
6.83% performance improvement in log-average miss rate
over CifarNet.

2. PROPOSED METHOD

2.1. Training Process: CifarNet

CifarNet is originally designed to solve the CIFAR-10 classi-
fication problem [23] which has 60000 32 x 32 color images
in 10 classes. According to Hosang et al.’s work [14], this
network has a fair performance on Caltech dataset. We em-
ploy the vanilla convolutional network as the base model for
our part-level detector. We modify the network by adding
one fully connected layer FC1 under the top layer. The in-
put window size varies with different human body parts. The
input size of the head detector is 32 x 32 pixels, while that
of the body detector is 128 x 64 pixels. According to [6, 7],
all pedestrian windows are divided into four parts, and thus
we get body part labels. We crop small windows of 32x32
for head, left torso, right torso, and 64 x64 for leg from the
pedestrian window. As shown in Fig. 3, we train five Cifar-
Nets for five part detectors using CNN architecture. The CNN
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Fig. 3. Architecture of the CNN.

architecture consists of 3 convolutional layers, 3 pooling lay-
ers, 1 fully connected layer, and 1 output layer. The input
size of each CifarNet is various by the cropped window size.
Raw images are used as input for our CifarNets. On the top
of CifarNet, we set a softmax layer to get a confidence score,
which indicates the probability of a pedestrian/body part in
BB.

2.2. Bounding Box Alignment

Pedestrian detectors suffer from PSP which loses some of the
body parts in detection proposals and causes low confidence
score and bad pedestrian localization. In this work, we per-
form BB alignment based on FCN to deal with PSP. For BB
alignment, we first extend the detection proposal size to con-
tain more regions. We enlarge the detection proposal from
128 x 64 pixels to 160 x 80 pixels, i.e. 32 and 16 pixels in
height and width, respectively. We combine CifarNet with
FCN to get the confidence map, named as CifarNet-FCN.
The size of input images is supposed to be fixed for Cifar-
Net. Based on the trained CifarNet, we change the shape
and dimension of the weights between pool3 and fcl to
make these weight matrix convolute with a larger feature map.
In CifarNet for body detector, i.e. body-CifarNet, we obtain
the convolution weights by rolling the inner product weight-
s (8192 x 16 for fc1 and 16 x 2 for fc2) into 16 x 8 X
64 x 16 (height x width x input channel x out channel) for
fcl-convand1l x 1 x 16 x 2 for fc2-conv. Since we do
not change the magnitude of the weights, the perceptual field
for body-FCN is not changed (128 x 64 pixels). That is, 1
pixel in fc1l-conv maps 22 pixels in CifarNet-FCN on the
input image window and there are total s = 8 pixels between
every stride. The output of FCN is a heat map with confi-
dence scores with a size of 5 x 3. A heat map with a higher
resolution is needed to localize the pedestrian in the enlarged
regions. We shift the proposal by f steps on the horizontal and
vertical axis uniformly to make total distance no more than 8
pixels. That is, shift distance is s/f. Also, body-CifarNet
generates a 5 X 3 heat map by every step, and we interlace all
f? outputs together according to the relative direction of ev-
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Fig. 4. Pipeline of BB alignment. Warmer color indicates higher score for a pedestrian. Origin: the original BB. The person
lays on the top left corner of the BB. Larger: an enlarged BB. Heat map: the output of the FCN. Enlarged: shift the input
image by f (=3) pixels on 2 directions. Up-sampled: up-sample the heat map into a corresponding size. Better: a better aligned

bounding box is predicted.

ery shift-and-stitch. As aresult, a (5- f) x (3- f) heat map is
populated. Once we get a heat map with a higher resolution,
we apply a simple up-sampling method to produce the heat
map with nice aspect ratio and determine the shifting direc-
tion easily. Shifting direction is calculated without a stretch
operation. We use a enlarging ratio parameter L to determine
the size of the target rectangle. Width/height of the rectangle
w/h is obtained by multiplying L with the width/height of the
input region W/H as follows:

w/h=L-W/H (D)

Define the coarse position in the input region as (z,,y,) and
the original position as (x,,y,). Then, we update x as fol-
lows:

(score — scores )2
D

where score! is the value of the ith element in the target rect-
angle in the score heat map, score; is the value of the ith
element in the original rectangle, n is the total number of el-
ements in the rectangles. We obtain Ay in the same way, and
the position of the detection proposal is updated by

2x Y

Yoi scorel

Az =

scorey * (@ —2) @
=1

Tq =To+ Ax 3

Yq 18 also updated, and the updated position of the detection
proposal (24, Y ), i.€. anchor position. Based on (4, y, ), the
proposed part-level detector is operated to yield part scores
and part positions.

2.3. Score Merging

We perform detection on the aligned BB. We obtain four part
scores from part detectors, and determine the final detection
score as follows:

sCOTE = SCOT€rp0t + Z w; * (score; + F;) )
i={parts}

where score,qot 1S the output score of the body detector;
score; is the output score of four part detectors; w; is the

weight that indicates the importance of part scores, and we
Set D i (partsy Wi = 1; and P; is the penalty term of the
spatial distance between anchor position and part position:

P:a*(|xp_xa|+|yp_ya|)+b*(‘xp_ma‘2_|yp_ya‘2) (5)

where a and b are weights which balances the orientation and
geometrical shifting distance; and (x,, y,) is the anchor posi-
tion which is the position of an aligned detection proposal.

3. EXPERIMENTAL RESULTS

We evaluate the proposed method on the Caltech pedestrian
detection dataset [24]. Caltech dataset consists of approx-
imately 10 hours of 640 x 480 30Hz videos taken from a
vehicle driving through regular traffic in an urban environ-
ment. About 250,000 frames (in 137 approximately minute
long segments) with a total of 350,000 BBs and 2,300 unique
pedestrians were annotated. We use an Nvidia GTX-980 GPU
with 4GB graphics memory and the deep learning framework
caffe with matcaffe (MATLAB-caffe) interface in our exper-
iments. Because all samples are annotated in every frame,
we use every 3rd frame instead of every 30th frame to extract
training data [14, 20]. We use SquaresChnFtrs [21] for pro-
posal detection. There are total 2 - 10* annotated pedestrians
in 42,782 frames, i.e. positive samples, while the number
of negative samples is the same as positive ones. In Caltech
pedestrian dataset [24], every frame has two BBs: One BB
indicates the full extent of the entire body (BB-full), and the
other BB is for visible region (BB-vis). For part detectors,
we only select BB-vis for part division to avoid collecting
background regions into positives. More than 70% pedestri-
ans are occluded in at least one frame in Caltech dataset. In
the part training samples, we select visible area in detection
proposals whose IoU is higher than 0.5 as positive samples,
while we select occluded areas in detection proposals whose
IoU is lower than 0.5 as negative samples. Thus, partial-
ly occluded samples are fully used to increase the number
of training data. The detection system returns a BB and a
confidence score for each detection proposal. We use the
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Table 1. Performance comparison between CifarNet,
CifarNet-FCN, and Part-FCNs

’ Method \ Avg. miss rate (%) \ Improvement(%) ‘
CifarNet 29.35 -
CifarNet-FCN 26.27 3.08
Part-FCNss 22.52 3.75

-
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Fig. 5. BB alignment results. (a)(c)(e)(g) Detection proposals
from SquaresChnFtrs. (b)(d)(f)(h) Their aligned proposals by
the proposed method.

standard setting in Caltech dataset. Log-average miss rate is
to summarize the detector’s performance, which is computed
by averaging miss rate at nine false positive per image(FPPI)
rates evenly spaced in log-space in the range 10~2 to 10°. In
our experiments, we follow most of the settings on CifarNet
in [14]. Compared with other deep models, CifarNet has a
relatively small parameter set compared with AlexNet. To
evaluate every stage of the part-level FCN which consist of
a pipeline of body detection, BB alignment, and part-level
detection. We evaluate the performance of body-CifarNet by
a BB that is not aligned by FCN and a body score. Then,
BB alignment improves the performance of CifarNet-FCN.
Thanks to the BB alignment, CifarNet-FCN produces more
accurate BB and a higher response score for each pedestrian.
We apply part-level detection to larger detection regions with
aligned BBs. Thus, we achieve more than 3% increase than
CifarNet-FCN as shown in “Part-FCNs” of Table 1. The
performances of our 3-stage pipeline are shown in Table 1.
We provide some examples of BB alignment in Fig. 5.

We compare our part-level FCN with state-of-the-art deep
learning methods including DBN-Isol [8], DBN-Mut [10],
MultiSDP [25], JointDeep [9], SDN [11], CifarNet [14] and
AlexNet [14]. Fig. 6 shows the performance comparison
between the proposed method and other deep learning ones.

.80
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48.2% DBN-Mut
— 45.4% MultiSDP
20 39.3% JointDeep
— 37.9% SDN
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107
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Fig. 6. Performance comparison between the proposed
method and other deep learning ones.

Table 2. Performance comparison between different detec-
tion proposal methods on Caltech dataset. MS: Log-average
miss-rate. CSS: Color-self-similarity.

Method Detection Proposal | MS(%) |
"HOG+CSS+SVM” - 45.5
Proposed "HOG+CSS+SVM” 36.5
SquaresChnFtrs - 34.8
Proposed SquaresChnFtrs 30.7

Under the small number of layers, i.e. 3 layers [14], the
proposed method achieves the best performance due to Ci-
farNet, part detection, and BB alignment. We also provide
the performance comparison between different detection pro-
posal methods on Caltech dataset in Table 2. We evaluate
two detection proposal methods of "THOG+CSS+SVM” [9]
and SquaresChnFtrs [21]. As listed in the table, SquaresChn-
Ftrs outperforms "HOG+CSS+SVM?” in pedestrian detection.
Moreover, the proposed method improves the performance
of both detection proposal methods about 9% and 3.9%
over "HOG+CSS+SVM” and SquaresChnFtrs, respective-
ly. Therefore, it can be safely concluded that the proposed
method can be effectively applied to the pedestrian detection
task.

4. CONCLUSION

In this paper, we have proposed an FCN for pedestrian detec-
tion. We have utilized BB alignment to recall the lost body
parts. We have generated the confidence map using FCN,
and estimated accurate position of pedestrians based on the
map. Thanks to the BB alignment and part-level detection,
we have achieved 6.83% performance improvement in the av-
erage miss rate over CifarNet.
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